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Chapter 1

Introduction

The present thesis deals with sharp Moser-Trudinger type inequalities and blow-up analysis for
elliptic problems involving critical exponential nonlinearities in dimension two. Let Ω ⊆ R2 be
a bounded domain, from the well known Sobolev’s inequality

‖u‖
L

2p
2−p (Ω)

≤ Sp‖∇u‖Lp(Ω) p ∈ (1, 2), u ∈W 1,p
0 (Ω), (1.1)

one can deduce that the Sobolev space H1
0 (Ω) := W 1,2(Ω) is embedded into Lq(Ω) ∀ q ≥ 1. A

much more precise result was proved in 1967 by Trudinger [84]: on bounded subsets of H1
0 (Ω)

one has uniform exponential-type integrability. Specifically, there exists β > 0 such that

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
eβu

2
dx < +∞. (1.2)

This inequality was later improved by Moser in [68], who proved that the sharp exponent in
(1.2) is β = 4π, that is

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
e4πu2

dx < +∞, (1.3)

and

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
eβu

2
dx = +∞ (1.4)

for β > 4π. The same inequality holds if (Ω, |dx|2) is replaced by a smooth closed surface and
the boundary condition by a zero mean value condition. More precisely, if (Σ, g) is a smooth,
closed Riemannian surface and

H :=

{
u ∈ H1(Σ) :

∫
Σ
|∇u|2dvg ≤ 1,

∫
Σ
u dvg = 0

}
, (1.5)

in [42] Fontana proved

sup
u∈H

∫
Σ
e4πu2

dvg < +∞ (1.6)
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and

sup
u∈H

∫
Σ
eβu

2
dvg = +∞ (1.7)

∀ β > 4π. Moser’s interest in finding sharp forms of (1.2) was motivated by the strict connection
between these kind of inequalities and Nirenberg’s problem of prescribing the curvature of S2.
More generally, given a smooth closed surface Σ and a function K ∈ C∞(Σ), a classical problem
consists in determining whether K can be realized as the Gaussian curvature of a smooth metric
g on Σ. The Gauss-Bonnet condition ∫

Σ
Kdvg = 4πχ(Σ),

clearly gives the following necessary conditions on the sign of K:

χ(Σ) < 0 =⇒ min
Σ
K < 0;

χ(Σ) = 0 =⇒ K ≡ 0 or K changes sign;

χ(Σ) > 0 =⇒ max
Σ

K > 0.

(1.8)

In [47] (see also [48]) Kazdan and Warner proved that if χ(Σ) ≤ 0 the conditions in (1.8) are
indeed necessary and sufficient. However they also proved that this is not true if Σ = S2. A
possible way of studying the Gaussian curvature problem consists in looking for solutions among
the class of metrics on Σ which are pointwise conformally equivalent to a pre-assigned metric g.
Indeed a metric of the form eug has Gaussian curvature K if and only if u is a solution of

− 1

2
∆gu = Keu −Kg (1.9)

where Kg, ∆g denote the Gaussian curvature and the Laplace-Beltrami operator of (Σ, g). It is
not difficult to see that, if χ(Σ) 6= 0 and Kg is constant, (1.9) is equivalent to

−∆gu = ρ

(
Keu∫

ΣKe
udvg

− 1

|Σ|

)
(1.10)

with ρ = 4πχ(Σ), which is known as the Liouville equation on Σ. Solutions of (1.10) can be
obtained as critical points of the functional

JKρ (u) :=
1

2

∫
Σ
|∇u|2dvg +

ρ

|Σ|

∫
Σ
u dvg − ρ log

(
1

|Σ|

∫
Σ
Keudvg

)
. (1.11)

As a consequence of inequality (1.3), Moser proved that JK8π is bounded from below and JKρ is
coercive on the space

H0 :=

{
u ∈ H1(Σ) :

∫
Σ
u dvg = 0

}
(1.12)

for ρ < 8π. In particular, using direct minimization, he was able to prove existence of solutions
of (1.9) on the projective plane or, equivalently, on S2 under the assumption K(x) = K(−x)
∀ x ∈ S2. Without symmetry, minimization techniques are not sufficient to study equation
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(1.9). We refer the reader to [24], [25] and [79], where existence of solutions is proved under
nondegeneracy assumptions on the critical points of K, through min-max schemes or a curvature
flow approach. Existence results for (1.10) with ρ > 8π were obtained in [38], [80], [39], [62].

A more general problem consists in studying curvature functions for compact surfaces with
conical singularities. We recall that, given a finite number of points p1, . . . , pm ∈ Σ, a metric
with conical singularities of order α1, . . . , αm > −1 in p1, . . . , pm, is a metric of the form eug
where g is a smooth metric on Σ, and u ∈ C∞(Σ\{p1, . . . , pm}) satisfies

|u(x) + 2αi log d(x, pi)| ≤ C near pi, i = 1, . . . ,m.

It is possible to prove (see for example Proposition 2.1 in [6]) that a metric of this form has
Gaussian curvature K if and only if u is a distributional solution of the singular Gaussian
curvature equation

−∆gu = 2Keu − 2Kg − 4π
m∑
i=1

αiδpi . (1.13)

If χ(Σ) +
∑m

i=1 αi 6= 0 and Kg is constant, (1.13) is equivalent to the singular Liouville equation

−∆gu = ρ

(
Keu∫

ΣKe
udvg

− 1

|Σ|

)
− 4π

m∑
i=1

αi

(
δpl −

1

|Σ|

)
(1.14)

for

ρ = ρgeom := 4π

(
χ(Σ) +

m∑
i=1

αi

)
. (1.15)

Although we introduced equations (1.10) and (1.14) starting from the Gaussian curvature prob-
lem, they have also been widely studied in mathematical physics. For example, they appear
in the description of Abelian vortices in Chern-Simmons-Higgs theory, and have applications in
fluid dynamics ([67], [85]), Superconductivity and Electroweak theory ([81], [43]). Denoting by
G the Green’s function of (Σ, g), i.e. the solution of{

−∆gG(x, ·) = δx on Σ∫
ΣG(x, y)dvg(y) = 0,

(1.16)

the change of variable u←→ u+ 4π
∑m

i=1 αiG(x, pi) reduces (1.14) to

−∆gu = ρ

(
heu∫

Σ he
udvg

− 1

|Σ|

)
(1.17)

that is (1.10) with K replaced by the singular weight

h(x) = Ke−4π
∑m
i=1 αiGpi . (1.18)

Thus, as in absence of singularities, finding solutions of (1.14) is equivalent to proving existence
of critical points for the singular Moser-Trudinger functional Jhρ . We stress that h satisfies

h ∈ C∞(Σ\{p1, . . . , pm}) and h(x) ≈ d(x, pi)
2αi with αi > −1 near pi, (1.19)
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i = 1, . . . ,m. In the same spirit of Moser’s work, in [83] Troyanov tried to minimize Jhρ by
finding a sharp version of the Moser-Trudinger inequality for metrics with conical singularities.
In particular he proved (see also [30]) that if h ∈ C0(Σ\{p1, . . . , pm}) satisfies (1.19), then

sup
u∈H

∫
Σ
h eβu

2
dx < +∞ ⇐⇒ β ≤ 4π(1 + α) (1.20)

where

α = min

{
0, min

1≤i≤m
αi

}
. (1.21)

As a consequence one has

log

(
1

|Σ|

∫
Σ
heu−udvg

)
≤ 1

16π(1 + α)

∫
Σ
|∇u|2dvg + C(Σ, g, h) (1.22)

where the coefficient 1
16π(1+α) is sharp. In particular

ρ < 8π(1 + α) =⇒ Jhρ is bounded from below on H1(Σ) and coercive on H0;

ρ = 8π(1 + α) =⇒ Jhρ is bounded from below on H1(Σ);

ρ > 8π(1 + α) =⇒ infH1(Σ) J
h
ρ = −∞.

(1.23)

For ρ < 8π(1 + α), the coercivity of Jhρ yields existence of minimum points. The case ρ >
8π(1 + α) has been studied mainly with two different approaches: topological methods and
the Leray-Schauder degree theory. In both methods, a fundamental role is played by blow-up
analysis for sequences of solutions of (1.17) and, in particular, by the the following concentration-
compactness alternative:

Theorem 1.1. Let h be a positive function satisfying (1.18) with K ∈ C1(Σ), K > 0 and let
un ∈ H0 be a sequence of solutions of (1.17) with ρ = ρn > 0 and ρn −→ ρ. Then, up to
subsequences, one of the following holds:

(i) |un(x)| ≤ C with C depending only on ρ,K, and α1, . . . , αm.

(ii) There exists a finite set S := {q1, . . . , qk} ⊆ Σ such that

• For any j = 1, . . . , k there exists a sequence {qjn}n∈N such that qjn −→ qj and

un(qjn) −→ +∞.

• un −→ −∞ uniformly on any compact subset of Σ\S.

• ρn heun∫
Σ he

undvg
⇀
∑k

j=1 βjδqj weakly as measures, where βj = 8π if qj ∈ Σ\S and

βj = 8π(1 + αl) if qj = pl for some 1 ≤ l ≤ m.

This statement is the combination of the work of several authors. Blow-up analysis for Liouville-
type equations was first studied by Brezis and Merle in [18]. Their work was later completed by
Li and Shafrir in [51] and [50] in the regular case m = 0, while the singular case was considered
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in [5] and [8] by Bartolucci, Montefusco and Tarantello. Clearly alternative (ii) in Theorem 1.1
is possible only if the limit parameter ρ belongs to the set

Γ(α1, . . . , αn) :=

{
8πk0 + 8π

m∑
i=1

ki(1 + αi) : k0 ∈ N, ki ∈ {0, 1},
m∑
i=0

ki > 0

}
. (1.24)

More precisely, combining Theorem 1.1 with standard elliptic estimates, one can prove that
if Λ is a compact subset of [0,+∞)\Γ(α1, . . . , αn), then the set of all the solutions in H0 of
(1.17) with ρ ∈ Λ is a compact subset of H1(Σ). This compactness condition can be used
to prove a deformation Lemma (see [60]) for the functional Jhρ : given ρ 6∈ Γ(α1, . . . , αm) and

a, b ∈ R with a < b, if there is no critical point of Jhρ in {a ≤ Jhρ ≤ b}, then the sublevel

{Jhρ ≤ a} is a deformation retract of {Jhρ ≤ b}. The boundedness of the set of solutions implies

that high sublevels of Jhρ are contractible, thus one can prove existence of solutions by showing

that low sublevels of Jhρ have nontrivial topology. In the regular case m = 0 this was done
by Djadli and Malchiodi in [62] and [39]. They used an improved version of (1.22) to prove
that, for ρ ∈ (8πk, 8π(k + 1)), functions belonging to sufficiently low sublevels of Jhρ must
be concentrated around at most k points on Σ. This concentration property shows that low
sublevels are homotopy equivalent to the set of formal baricenters

Σk :=

{
k∑
i=1

tiδxi : xi ∈ Σ, ti ∈ [0, 1],

k∑
i=1

ti = 1

}
,

which in noncontractible. Therefore they prove existence of solutions of (1.10) for any positive
function K and ρ ∈ [0,+∞)\8πN. In the presence of singularities, describing the topology of
sublevels of Jhρ becomes more complicated. In [6], the authors considered the case of positive
order singularities (i.e. αi > 0 ∀ i). If Σ is orientable and g(Σ) denotes the genus of Σ, they
proved that is possible to embed a bouquet of g(Σ) circles into sufficiently low sublevels. Hence,
if g(Σ) ≥ 1, one has existence of solutions of (1.17) whenever ρ /∈ Γ(α1, . . . , αm). The condition
g(Σ) ≥ 1 cannot be removed, indeed we will see that on S2 it is possible to have nonexistence of
solutions also for noncritical values of ρ. However in [7] it is proved that solutions exist provided

ρ∈
(

0, 8π

(
1 + min

1≤i≤m
αi

))
. The case αi ∈ (−1, 0) is treated in [21] and [22], where the authors

prove existence of solutions if there exist k ∈ N and I ⊆ {1, . . . ,m} such that k + |I| > 0 and

8π

(
k +

∑
i∈I

αi

)
< ρ < 8π

k +
∑

i∈I∪{i0}

αi


where i0 ∈ {1, . . . ,m} is chosen so that αi0 = α. This condition is indeed necessary and sufficient
for the noncontractibility of a generalized set of formal baricenters that can be embedded into
low sublevels of Jhρ .

A different approach to equation (1.17) relies on the Leray-Schauder degree theory. For any
ρ > 0 one can consider the operator Tρ : H0 −→ H0 defined by

Tρ(u) = ρ ∆−1
g

(
heu∫

Σ he
udvg0

− 1

|Σ|

)
, (1.25)
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and find solutions of (1.17) by proving that the Leray-Schauder degree

dρ := degLS(Id+ Tρ, 0, BR(0)) (1.26)

is different from 0. Here BR := {x ∈ H0 : ‖u‖H1(Σ) < R}. For ρ 6= Γ(α1, . . . , αm), the
boundedness of the set of solutions of (1.17) implies that dρ is well defined, i.e. it does not
depend on R if R is sufficiently large. Using Theorem 1.1 and the homotopy invariance of the
Leray-Schauder degree, one can prove that dρ does not depend on the function h and is constant
in ρ on the connected components of [0,+∞)\Γ(α1, . . . , αm). In a series of papers ([26], [27],
[28], [29]) Chen and Lin were able to find and explicit formula for dρ by computing its jumps at
each value of ρ ∈ Γ(α1, . . . , αm) due to the existence of blowing up families of solutions. They
introduced the generating function

g(x) := (1 + x+ x2 + x3 . . .)m−χ(Σ)
m∏
i=1

(1− x1+αi) (1.27)

and observed that

g(x) = 1 +

∞∑
j=1

bjx
nj (1.28)

where n1 < n2 < n3 < . . . are such that

Γ(α1, . . . , αm) = {8πnj : j ≥ 1}.

Moreover for ρ ∈ (8πnk, 8πnk+1) one has

dρ =
k∑
j=0

bj (1.29)

where b0 = 1 and bj are the coefficients in (1.28). While this formula holds only for ρ /∈
Γ(α1, . . . , αm), the sharp blow-up analysis carried out in Chen and Lin’s work can be exploited,
under nondegeneracy assumptions on h, to prove existence of solutions also for the critical values
of the parameter ρ.

1.1 Onofri-Type Inequalities for the First Critical Parameter

In Chapter 2 we will study sharp versions of (1.22). We are interested in determining the optimal
value of the constant C(Σ, g, h). Clearly one has

C(Σ, g, h) = − 1

8π(1 + α)
inf

H1(Σ)
Jh8π(1+α), (1.30)

thus this problem is strictly connected with the existence of minimum points of J8π(1+α). Note
that ρ := 8π(1 + α) = min Γ(α1, . . . , αm) is the first critical parameter for equation (1.17). For
the standard Euclidean Sphere (S2, g0), the special case m = 0 and K ≡ 1 was studied by Onofri
in [69]. He proved that C(S2, g0, 1) = 0 and gave a complete classification of the minima of J1

8π,
which turn out to be all the solutions of (1.10).
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Theorem A (Onofri’s inequality [69]). ∀ u ∈ H1(S2) we have

log

(
1

4π

∫
S2

eu−udvg0

)
≤ 1

16π

∫
S2

|∇u|2dvg0 ,

with equality holding if and only if eug0 is a metric on S2 with positive constant Gaussian
curvature, or, equivalently, u = log |det dϕ| + c with c ∈ R and ϕ : S2 −→ S2 a conformal
diffeomorphism of S2.

Beside its geometric interest, this result has important applications in spectral analysis due
to Polyakov’s formula (see [72], [73], [71], [70]). Motivated by Theorem A, in [65] and [66]
we studied Onofri-type inequalities and existence of energy-minimizing solutions on S2 for the
singular potential

h(x) = e−4π
∑m
i=1 αiG(x,pi)

(i.e. (1.18) with K ≡ 1). We determined the sharp constant C(S2, g0, h) if m ≤ 2 or α = 0.

More generally we are able to give an estimate of C(Σ, g, h) for an arbitrary surface Σ. Our key
observation is that if Jhρ has no minimum point, then one can use blow-up analysis to describe

the behavior of a suitable minimizing sequence and compute explicitly inf
H1(Σ)

Jρ
h. The same

technique was used by Ding, Jost, Li and Wang [37] to give an existence result for (1.17) in the
regular case. From their proof it follows that if m = 0 and there is no minimum point for Jh8π,
then

inf
H1(Σ)

Jh8π = −8π

(
1 + log

(
π

|Σ|

)
+ max

p∈Σ
{4πA(p) + log h(p)}

)
where A(p) is the value in p of the regular part of G(·, p). Here we extend this result to the
general case proving:

Theorem 1.2. Let h be a function satisfying (1.18) with K ∈ C∞(Σ), K > 0, α1, . . . , αm ∈
(−1,+∞)\{0} and assume that Jρ has no minimum point. If α < 0, then

inf
H1(Σ)

Jρ = −ρ

1 + log

(
π

|Σ|

)
+ max

1≤i≤m,αi=α

4πA(pi) + log

K(pi)

1 + α

∏
j 6=i

e−4παjGpj (pi)




while if α > 0

inf
H1(Σ)

Jρ = −8π

(
1 + log

(
π

|Σ|

)
+ max
p∈Σ\{p1,...,pm}

{4πA(p) + log h(p)}
)
.

If Σ = S2 and K ≡ 1, we will give a generalized version of the Kazdan-Warner identity and prove
nonexistence of solutions of (1.17) provided m = 1 or m = 2, p1 = −p2, min{α1, α2} = α1 < 0
and α1 6= α2. In particular we obtain the following sharp inequalities:

Theorem 1.3. If h = e−4παGp1 with α 6= 0, then ∀ u ∈ H1(S2)

log

(
1

4π

∫
S2

heu−udvg0

)
<

1

16πmin{1, 1 + α}

∫
S2

|∇u|2dvg0 + max {α,− log(1 + α)} .

Moreover, the Liouville equation (1.17) has no solution for ρ = ρ = 8π(1 + min{0, α}).
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Theorem 1.4. Assume h = e−4πα1Gp1−4πα2Gp2 with p2 = −p1, α1 = min{α1, α2} < 0 and
α1 6= α2; then ∀ u ∈ H1(S2)

log

(
1

4π

∫
S2

heu−udvg0

)
<

1

16π(1 + α1)

∫
S2

|∇u|2dvg0 + α2 − log(1 + α1).

Moreover, the Liouville equation (1.17) has no solution for ρ = ρ = 8π(1 + α1).

Note that the constant in Theorem 1.3 coincides with the one in Theorem 1.4 if we set α1 =
min{α, 0} and α2 = max{α, 0}.

The case α1 = α2 < 0 is particularly interesting because the critical parameter ρ = 8π(1 + α)
coincides with the geometric value ρgeom (see (1.15)) for which equation (1.17) is equivalent
to the Gaussian curvature problem. This means that the functional acquires a natural confor-
mal invariance that allows to use a stereographic projection and reduce (1.17) to the Liouville
equation

−∆u = |x|2αeu

on R2, whose solutions were completely classified in [74]. In particular combining Theorem 1.2
with a direct computation we will show that all solutions are minimum points of Jρ and we will
find the value of min

H1(S2)
Jρ.

Theorem 1.5. Assume h = e−4πα(Gp1+Gp2) with α ≤ 0 and p1 = −p2; then ∀ u ∈ H1(S2) we
have

log

(
1

4π

∫
S2

heu−udvg0

)
≤ 1

16π(1 + α)

∫
S2

|∇u|2dvg0 + α− log(1 + α).

Moreover the following conditions are equivalent:

• u realizes equality.

• u is a solution of (1.17) for ρ = 8π(1 + α).

• heug0 is a metric with constant positive Gaussian curvature and conical singularities of
order αi in pi, i = 1, 2.

• If π denotes the stereographic projection from p1 then

u ◦ π−1(y) = 2 log

(
(1 + |y|2)1+α

1 + eλ|y|2(1+α)

)
+ c (1.31)

for some λ, c ∈ R.

As in the original Onofri inequality, the family of solutions (1.31) can be interpreted in terms of
of determinants of conformal transformations. Given α ≤ 0, let us consider the quotient space

Cα :=

{
(r cos t, r sin t) ∈ R2 : r ≥ 0, t ∈ [0, 2π(1 + α)

}
∼

where ∼ is the identification of the boundary points (r, 0) ∼ (r cos(2π(1 +α)), r sin(2π(1 +α))).
Cα can be identified with a cone of total interior angle equal to 2π(1 + α).
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≈

It is well known that the function fα : R2 −→ Cα, fα(z) = z1+α

1+α is a well defined conformal

diffeomorphism and f∗α|dz|2 = |z|2α|dz|2. Let π be the stereographic projection from the point
p1, then the surface Sα := π−1(Cα) is well defined and can be identified with an American
football of interior angles 2π(1 +α). The map ϕα0 := π−1 ◦ fα ◦ π is a conformal diffeomorphism
between S2 and Sα and it is simple to verify that

| det dϕα0 | =
(1 + |y|2)1+α

1 + |y|2(1+α)

so that log |det dϕα0 | is a solution of (1.17).

fα−−−−−→ ≈

π

x π−1

y

ϕα0−−−−−→ ≈

The other solutions are obtained by taking the composition of ϕα0 with conformal diffeomor-
phisms of S2 fixing the poles p1, p2.

In the last part of Chapter 2 we will consider the case of positive order singularities. We will
assume (1.18), αi ≥ 0 for 1 ≤ i ≤ m and

K ∈ C∞+ (S2) :=
{
f ∈ C∞(S2) : f(x) > 0 ∀ x ∈ S2

}
.
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Completing the results of Theorems 1.3, 1.4, 1.5, we give a further extension of Onofri’s inequal-
ity.

Theorem 1.6. Assume that h satisfies (1.18) with K ∈ C∞+ (S2) and α1, . . . , αm ≥ 0, then

inf
H1(S2)

Jh8π = −8π log max
S2

h.

Moreover Jhρ has no minimum point, unless α1 = . . . = αm = 0 (or, equivalently, m = 0) and
K is constant.

Clearly, by (1.30), Theorem 1.6 yields the following sharp inequality:

Corollary 1.1. If h satisfies (1.18) with K ∈ C∞+ (S2) and α1, . . . , αm ≥ 0, then ∀ u ∈ H1(S2)
we have

log

(
1

4π

∫
S2

heu−udvg0

)
≤ 1

16π

∫
S2

|∇u|2dvg0 + log max
S2

h

with equality holding if and only if m = 0, K is constant and u realizes equality in Theorem A.

Theorem 1.6 states that Jh8π has no minimum point, but does not exclude the existence of
different kinds on critical points. In contrast to Theorem 1.4, if αi > 0 for 1 ≤ i ≤ m, we will
show that in many cases it is possible to find saddle points of Jh8π. A simple example is given by
the case in which h is axially symmetric. In this case an improved Moser-Trudinger inequality
allows to minimize Jh8π in the class of axially symmetric functions and find a solution of (1.17).

Theorem 1.7. Assume that h satisfies (1.18) with m = 2, p1 = −p2, min{α1, α2} = α1 > 0
and K ∈ C∞+ (S2) axially symmetric with respect to the direction identified by p1 and p2. Then
the Liouville equation (1.17) has an axially symmetric solution ∀ρ ∈ (0, 8π(1 + α1)).

Further general existence results can be obtained using the sharp estimates proved in [26], [27],
[28], [29], and the formula (1.26) for the Leray-Schauder degree. If m ≥ 2 one has dρ 6= 0 for
any ρ ∈ (0, 8π(1 + α1))\8πN. While Theorem 1.6 implies blow-up of solutions as ρ ↗ 8π, we
can find solutions for ρ = 8π by taking ρ↘ 8π, provided the Laplacian of K is not too large at
the critical points of h.

Theorem 1.8. If h satisfies (1.18) with K ∈ C∞+ (S2), m ≥ 2, α1, . . . , αm > 0 and

∆g0 logK(x) <
m∑
i=1

αi (1.32)

∀ x ∈ Σ such that ∇h(x) = 0, then equation (1.17) has a solution for ρ = 8π.

We stress that the same strategy can be used to find solutions of (1.17) for ρ = 8kπ, with
k < 1 + α1.



1.2. Extremal Functions and Improved Inequalities. 11

Theorem 1.9. If h satisfies (1.18) with K ∈ C∞+ (S2), m ≥ 2, 0 < α1 ≤ . . . ≤ αm and

∆g0 logK(x) <
m∑
i=1

αi + 2(1− k) (1.33)

∀ x ∈ S2, then equation (1.17) has a solution for ρ = 8kπ, k < 1 + α1.

Note that Theorems 1.8 and 1.9 can be applied in the case K ≡ 1. If the sign condition (1.32)
is not satisfied, then it is not possible to exclude blow-up of solutions as ρ −→ 8π. However, as
it is pointed out in the introduction of [27], under some non-degeneracy assumptions on h, the
Leray Schauder degree d8π is well defined and can be explicitly computed by taking into account
the contributions of all the blowing-up families of solutions. In particular one can prove that
d8π 6= 0 under one of the following conditions.

Theorem 1.10. Let h be a Morse function on S2\{p1, . . . , pm} satisfying (1.18) with K ∈
C∞+ (S2), m ≥ 0, α1, . . . , αm > 0 and assume ∆g0h 6= 0 at all the critical points of h. If h has
r local maxima and s saddle points in which ∆g0h < 0, then equation (1.17) has a solution for
ρ = 8π provided r 6= s+ 1.

Theorem 1.11. Let h be a Morse function on S2\{p1, . . . , pm} satisfying (1.18) with K ∈
C∞+ (S2), m ≥ 0, α1, . . . , αm > 0 and assume ∆g0h 6= 0 at all the critical points of h. If h has r′

local minima in S2\{p1, . . . , pm} and s′ saddle points in which ∆g0h > 0, then equation (1.17)
has a solution for ρ = 8π provided s′ 6= r′ + d, where

d := d8π+ε =


2 m ≥ 2,
0 m = 1,
−1 m = 0.

In the regular case m = 0, Theorem 1.10 was first proved by Chang and Yang in [24] using
a min-max scheme. A different proof was later given by Struwe [79] through a geometric flow
approach.

1.2 Extremal Functions and Improved Inequalities.

Another interesting problem connected to Moser-Trudinger embeddings consists in studying the
existence of extremal functions for (1.3). Indeed, while there is no function realizing equality
in (1.1), one can show that the supremum in (1.3) is always attained. This was proved in
[20] by Carleson and Chang for the unit disk D ⊆ R2, and by Flucher ([41]) for arbitrary
bounded domains (see also [78] and [57]). The proof of these results is based on a concentration-
compactness alternative stated by P. L. Lions ([58]): for a sequence un ∈ H1

0 (Ω) such that
‖∇un‖L2(Ω) = 1 one has, up to subsequences, either∫

Ω
e4πu2

ndx→
∫

Ω
e4πu2

dx
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where u is the weak limit of un, or un concentrates in a point x ∈ Ω, that is

|∇u|2dx ⇀ δx and un ⇀ 0. (1.34)

The key step in [20] consists in proving that if a sequence of radially symmetric functions
un ∈ H1

0 (D) concentrates at 0, then

lim sup
n→∞

∫
D
e4πu2

ndx ≤ π(1 + e). (1.35)

Since for the unit disk the supremum in (1.3) is strictly grater than π(1 + e), (1.35) excludes
concentration for maximizing sequences and yields existence of extremal functions for (1.3). In
[41] Flucher observed that concentration at arbitrary points of a general domains Ω can always
be reduced, through properly defined rearrangements, to concentration of radially symmetric
functions on the unit disk. In particular he proved that if un ∈ H1

0 (Ω) satisfies ‖∇un‖2 = 1 and
(1.34), then

lim sup
n→∞

∫
Ω
e4πu2

ndx ≤ πe1+4πAΩ(x) + |Ω|. (1.36)

where AΩ(x) is the Robin function of Ω. He also proved

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
e4πu2

dx > πe1+4πmaxΩ A + |Ω|, (1.37)

which implies the existence of extremals for (1.3) on Ω. With similar techniques Li [53] proved
existence of extermals for (1.6) on compact surfaces (see also [54], [52]).

In Chapter 3 we will study Moser-Trudinger type inequalities in the presence of singular poten-
tials. The simplest case is given by the singular metric |x|2α|dx|2 on a bounded domain Ω ⊂ R2

containing 0. In [2] Adimurthi and Sandeep proved that ∀ α ∈ (−1, 0],

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
|x|2αe4π(1+α)u2

dx < +∞ (1.38)

and

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
|x|2αeβu2

dx = +∞ (1.39)

if β > 4π(1 + α). Existence of extremals for (1.38) has been proved in [35] and [34]. As for the
case α = 0, one can exclude concentration of maximizing sequences using the following estimate,
which can be obtained from (1.35) using a clever change of variables (see [2], [35]).

Theorem 1.12. Let un ∈ H1
0 (D) be such that

∫
D |∇un|

2 ≤ 1 and un ⇀ 0 in H1
0 (D), then

∀ α ∈ (−1, 0] we have

lim sup
n→∞

∫
D
|x|2αe4π(1+α)u2

ndx ≤ π(1 + e)

1 + α
. (1.40)

We will show that that (1.35) and (1.40) can be obtained from the singular Onofri-type inequal-
ities proved in Chapter 2. More precisely we will deduce Theorem 1.12 from the following sharp
inequality for the unit disk, that is a consequence of Theorem 1.5.
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Theorem 1.13. ∀ α ∈ (−1, 0], u ∈ H1
0 (D) we have

log

(
1 + α

π

∫
D
|x|2αeudx

)
≤ 1

16π(1 + α)

∫
D
|∇u|2dx+ 1.

We stress that our proof of Theorem 1.12 will not require (1.35), but will rather give a simplified
version of its original proof in [20].

Theorem 1.12 can be used to prove existences of extremals for several generalized versions of
(1.3). In (1.41) Adimurthi and Druet proved that

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
e

4πu2(1+λ‖u‖2
L2(Ω)

)
dx < +∞ (1.41)

for any λ < λ(Ω), where λ(Ω) is the first eigenvalue of −∆ with respect to Dirichlet boundary
conditions. This bound on λ is sharp, that is

sup
u∈H1

0 (Ω),
∫
Ω |∇u|2dx≤1

∫
Ω
e

4πu2(1+λ(Ω)‖u‖2
L2(Ω)

)
dx =∞. (1.42)

Similar inequalities have been proved for compact surfaces on the space H in [88] and [59],
where the authors also prove existence of an extremal function for sufficiently small λ, again by
excluding concentration for maximizing sequences. We refer the reader to [82], [89], [13] and
references therein for further improved inequalities.

Using Theorem 1.12 as a local model in the analysis of concentration phenomena, we will combine
(1.38) with (1.41) and the results, in [88], [59] proving an Adimurthi-Druet type inequality in
the presence of singular weights. Given a smooth, closed Riemannian surface (Σ, g), and a finite
number of points p1, . . . , pm ∈ Σ we will consider functionals of the form

Eβ,λ,qΣ,h (u) :=

∫
Σ
he

βu2(1+λ‖u‖2
Lq(Σ,g)

)
dvg (1.43)

where λ, β ≥ 0, q > 1 and h ∈ C0(Σ\{p1, . . . , pm}) is a positive function satisfying (1.19). If
λ = 0 we know by (1.20) that

sup
u∈H

Eβ,0,qΣ,h < +∞ ⇐⇒ β ≤ 4π(1 + α) (1.44)

where α = min

{
0, min

1≤i≤m
αi

}
. For m = 0 and K ≡ 1, Eβ,λ,qΣ,h corresponds to the functional

studied in [59]. In particular, one has

sup
u∈H

E4π,λ,q
Σ,1 < +∞ ⇐⇒ λ < λq(Σ, g), (1.45)

where

λq(Σ, g) := inf
u∈H

∫
Σ |∇u|

2dvg

‖u‖2Lq(Σ,g)
.

We will generalize the techniques used in [1], [59] and [88] to the singular case, proving the
following singular version of (1.45):
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Theorem 1.14. Let (Σ, g) be a smooth, closed, surface. If h ∈ C0(Σ\{p1, . . . , pm}) is a positive
function satisfying (1.19), then ∀ β ∈ [0, 4π(1 + α)] and λ ∈ [0, λq(Σ, g)) we have

sup
u∈H

Eβ,λ,qΣ,h (u) < +∞,

and supremum is attained if β < 4π(1 + α) or if β = 4π(1 + α) and λ is sufficiently small.
Moreover

sup
u∈H

Eβ,λ,qΣ,h (u) = +∞

for β > 4π(1 + α), or β = 4π(1 + α) and λ > λq(Σ, g).

In particular, for λ = 0 we always obtain existence of extremals for the singular functional Eβ,0,qΣ,h .
In Theorem 1.14, it is possible to replace H, ‖ · ‖L2(Σ,g) and λq(Σ, g) with Hgh , ‖ · ‖Lq(Σ,gh) and
λq(Σ, gh), where gh := hg. Thus we obtain an Adimurthi-Druet type inequality on compact
surfaces with conical singularities.

Theorem 1.15. Let (Σ, g) be a closed surface with conical singularities of order α1, . . . , αm > −1
in p1, . . . , pm ∈ Σ. Then for any 0 ≤ λ < λq(Σ, g) we have

sup
u∈H

∫
Σ
e

4π(1+α)u2(1+λ‖u‖2
Lq(Σ,g)

)
dvg < +∞,

and the supremum is attained for β < 4π(1 + α) or for β = 4π(1 + α) and sufficiently small λ.
Moreover

sup
u∈H

∫
Σ
e
βu2(1+λ‖u‖2

Lq(Σ,g)
)
dvg = +∞,

if β > 4π(1 + α) or β = 4π(1 + α) and λ > λq(Σ, g).

As in [53], [88] and [59], our technique can be adapted to treat the case of compact surfaces with
boundary.

1.3 Systems of Liouville-type Equations.

Let (Σ, g) be a smooth, closed Riemannian surface. We consider Systems of Liouville-type
equations of the form

−∆gui =
N∑
j=1

aijρj

(
Kje

uj∫
ΣKjeujdvg

− 1

|Σ|

)
− 4π

m∑
j=1

αij

(
δpj −

1

|Σ|

)
i = 1, . . . , N, (1.46)
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where A is a N × N symmetric positive definite matrix, ρi > 0, 0 < Ki ∈ C∞(Σ), αij > −1,
pj ∈ Σ. One of the most important cases is

A =



2 −1 0 · · · 0

−1 2 −1
. . .

...

0 −1 2
. . . 0

...
. . .

. . .
. . . −1

0 · · · 0 −1 2


(1.47)

when (1.46) is known as the SU(N + 1) Toda system. This system is widely studied in both
geometry (description of holomorphic curves in CPN , see e.g. [16], [19], [32]) and mathematical
physics (non-abelian Chern-Simons vortices theory, see [40], [81], [87]. Note that for N = 1
(1.46) coincides with (1.14).

As in the scalar case, it is convenient to write the system (1.46) in an equivalent form through
the change of variables

ui → ui + 4π
m∑
j=1

αijG(·, pj). (1.48)

The new ui’s solve

−∆gui =

N∑
j=1

aijρj

(
hje

uj∫
Σ hje

ujdvg
− 1

|Σ|

)
i = 1, . . . , N. (1.49)

with

hi = Ki

m∏
j=1

e−4παijGpj ⇒ hi ≈ d(·, pj)2αij near pj .

We can associate to (1.49) the functional

Jρ(u) :=
1

2

∫
Σ

N∑
i,j=1

aij∇ui · ∇uj dvg −
N∑
i=1

ρi log

(∫
Σ
hie

ui−uidvg

)
where aij are the coefficients of A−1. In Chapter 4 we will address two main problems. The
first one consists in finding lower bounds for Jρ. In the regular case αij = 0 Jost and Wang [45]
proved that, for the special case of the matrix (1.47), one has

inf
H1(Σ)N

Jρ > −∞ ⇐⇒ ρi ≤ 4π for i = 1, . . . , N.

General systems were considered in [77] and [76], using a dual approach first introduced in [86]
and [33] for the equivalent problem on bounded domains of R2. Specifically, in [76] a necessary
and sufficient condition for the boundedness of Jρ is proved for matrices A satisfying the following
condition: there exists I1, . . . Ik ⊆ {1, . . . , N} such that {1, . . . , N} = I1 t · · · t Ik and

aij ≥ 0 for i, j ∈ Il, l = 1, . . . , k and aij ≤ 0 if i ∈ Il, j ∈ Is with l 6= s. (1.50)
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Note that (1.50) is satisfied by the matrix (1.47) and by any positive definite 2× 2 matrix. For
any I ⊆ {1, . . . , N} we consider the polynomial

ΛI(y1, . . . , yN ) = 8π
∑
i∈I

yi −
∑
i,j∈I

aijyiyj . (1.51)

If A is positive definite and satisfies (1.50), then (see [76])

inf
H1(Σ)N

Jρ > −∞ ⇐⇒ ΛI(ρ) ≥ 0 ∀ I ⊆ {1, . . . , N}.

In the singular case, sharp Moser-Trudinger type inequalities for the SU(3) Toda System were
proved in [12].

Here we consider the class of positive definite matrices satisfying (1.50) with k = N , that is

aij ≤ 0 for i 6= j. (1.52)

Generalizing the dual approach to the singular case we will give a simple proof of the following
Moser-Trudinger inequality:

Theorem 1.16. Let A be a symmetric positive definite matrix satisfying (1.52), then

inf
H1(Σ)N

Jρ > −∞ ⇐⇒ ρi ≤ 8π

(
1 + min

{
0, min

1≤j≤m
αij

})
i = 1, . . . N. (1.53)

Moreover Jρ has a minimum point if

ρi < 8π

(
1 + min

{
0, min

1≤j≤m
αij

})
i = 1, . . . N.

We stress that a different proof of Theorem 1.16 has been recently given by Luca Battaglia
in [9]. In the same paper he also treated arbitrary positive definite matrices introducing the
polynomials

ΛI,x(y1, . . . , yN ) := 8π
∑
i∈I

(1 + αi(x))yi −
∑
i,j∈I

aijyiyj (1.54)

where x ∈ Σ and αi(x) = 0 if x ∈ Σ\{p1, . . . , pm} and αi(pj) = αij , j = 1, . . . ,m. He proved

inf
x∈Σ,I⊆{1,...,N}

ΛI(ρ) > 0 =⇒ inf
H1(Σ)N

Jρ > −∞, (1.55)

and
inf

x∈Σ,I⊆{1,...,N}
ΛI(ρ) < 0 =⇒ inf

H1(Σ)N
Jρ = −∞. (1.56)

Observe that if (1.52) holds, then

inf
x∈Σ,I⊆{1,...,N}

ΛI(ρ) ≥ 0 ⇐⇒ ρi ≤ 8π

(
1 + min

{
0, min

1≤j≤m
αij

})
i = 1, . . . N,
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and

inf
x∈Σ,I⊆{1,...,N}

ΛI(ρ) > 0 ⇐⇒ ρi < 8π

(
1 + min

{
0, min

1≤j≤m
αij

})
i = 1, . . . N,

therefore (1.55), (1.56) generalize Theorem 1.16.

The second problem we will address, is the analysis of concentration and blow-up phenomena for
(1.49). In the same spirit of Theorem 1.2, we will prove, still assuming (1.52), a concentration-
compactness alternative for sequences of solutions of (1.49). Our analysis is particularly relevant
in the case N = 2 and

A = (aij) =

(
2 −1
−1 2

)
, (1.57)

because it can be combined with mass-quantization results. For the regular case, Jost, Lin and
Wang [44] proved:

Theorem B. Assume (1.57) and αij = 0 for any i, j. Let un = (u1,n, u2,n) ∈ H0 × H0 be a
sequence of solutions of (1.49) with ρi = ρi,n −→ ρi and define, for x ∈ Σ, σi(x) as

σi(x) := lim
r→0

lim
n→+∞

ρi,n

∫
Br(x) hie

ui,ndvg∫
Σ hie

ui,ndvg
i = 1, . . . , N. (1.58)

Then,
(σ1(x), σ2(x)) ∈ {(0, 0), (0, 4π), (4π, 0), (4π, 8π), (8π, 4π), (8π, 8π)}. (1.59)

In the same paper, the authors stated that Theorem B immediately implies the following com-
pactness result.

Theorem 1.17. Suppose αij = 0 for any i, j and let Λ1,Λ2 be compact subsets of R+\4πN.
Then, the space of solutions in H0 of (1.49) with ρi ∈ Ki is compact in H1(Σ).

Theorem 1.17 is a necessary step to find solutions of (1.46) by variational methods, as was done
in [11], [63], [64]. Although Theorem 1.17 has been widely used during the last years, it was
not explicitly proved how it follows from Theorem B. Recently, in [55], a proof was given in the
case ρ1 < 8π. The purpose of the last part of Chapter 4 is to give a complete proof of Theorem
1.17. Actually, the proof follows quite directly from [23].

Our arguments, which were presented in [14], also work in the presence of singularities. In this
case, an analogue of Theorem C was proved in [56].

Theorem C. Assume (1.57) and let un = (u1,n, u2,n) ∈ H0 ×H0 be a sequence of solutions of
(1.49) with ρi = ρi,n. If σ1(x), σ2(x) are defined as in (1.58) we have (σ1(x), σ2(x)) ∈ Γ where

Γ = Γ0 ∪
∞⋃
k=1

Γ1
k ∪ Γ2

k (1.60)

with

Γ0 = Γi0 = {(0, 0), (4π(1 + α1(x)), 0), (0, 4π(1 + α2(x)), (4π(1 + α1(x)), 4π(2 + α1(x) + α2(x))),
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(4π(2 + α1(x) + α2(x)), 4π(1 + α2(x))), (4π(2 + α1(x) + α2(x)), 4π(2 + α1(x) + α2(x)))} ,

Γ1
k = {(y1, y2) ∈ E : y1 = x1 + 4nπ, y2 ≥ x2, (x1, x2) ∈ Γ1

k−1 ∪ Γ2
k−1, n ∈ N}

Γ2
k = {(y1, y2) ∈ E : y2 = x2 + 4nπ, y1 ≥ x1, (x1, x2) ∈ Γ1

k−1 ∪ Γ2
k−1, n ∈ N}

and
E = {(y1, y2) : Λ{1,2},x(y1, y2) = 0}.

Theorem C gives a finite number of possible values for the local blow-up masses (σ1(x), σ2(x)).
We will show that this quantization result implies compactness of solutions outside a closed,
zero-measure set of R+2

.

Theorem 1.18. There exist two discrete subsets Γ1,Γ2 ⊂ R+, depending only on the αij’s, such
that for any Λi ⊂⊂ R+\Γi, the space of solutions in H0 of (1.49) with ρi ∈ Λi is compact in
H1(Σ).

As in the regular case, Theorem 1.18 has important applications in the variational analysis of
(1.46), see for instance [11], [10].
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Chapter 2

Onofri Type Inequalities for Singular
Liouville Equations

In this Chapter we study singular Onofri-Type Inequalities on S2. Onofri’s original proof of
Theorem A was based on the conformal invariance of the Moser-Trudinger functional and on an
improved inequality proved by Aubin [4]. Another proof was later given by Beckner [15] using
a duality principle similar to the one presented in section 4.1. Similar arguments might work
also in the presence of singularities when Jρ is conformal invariant, that is when ρ = ρgeom (see
(1.15)). Here, however we present a different approach based on blow-up analysis for sequences
of solutions of the Liouville equation (1.17) which can be applied also if Jρ does not have good
geometric properties.

In the first part of the Chapter we will work on an arbitrary smooth compact, connected,
Riemannian surface (Σ, g). We will fix p1, . . . , pm ∈ Σ and consider a function h satisfying
(1.18) with K ∈ C∞(Σ), K > 0 and αi ∈ (−1,+∞)\{0}. In order to distinguish the singular
points of h from the regular ones, we introduce a singularity index function

α(p) :=

{
αi if p = pi
0 if p /∈ S . (2.1)

We will denote α := min
p∈Σ

α(p) = min

{
0, min

1≤i≤m
αi

}
the minimum singularity order. We shall

consider the functional

Jρ(u) =
1

2

∫
Σ
|∇gu|2dvg +

ρ

|Σ|

∫
Σ
u dvg − ρ log

(
1

|Σ|

∫
Σ
heudvg

)
. (2.2)

Our goal is to give a sharp version of (1.22) finding the explicit value of

C(Σ, g, h) = − 1

8π(1 + α)
inf

u∈H1(Σ)
J8π(1+α)(u). (2.3)
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To simplify the notation we will set ρ := 8π(1 + α), ρε = ρ − ε, Jε := Jρε and J := Jρ. From
(1.23) it follows that ∀ ε > 0 there exists a function uε ∈ H1(Σ) satisfying

Jε(uε) = inf
u∈H1(Σ)

Jε(u) (2.4)

and

−∆guε = ρε

(
heuε∫

Σ he
uεdvg

− 1

|Σ|

)
. (2.5)

Since Jε is invariant under addition of constants ∀ ε > 0, we may also assume∫
Σ
h euεdvg = 1. (2.6)

In the first section of this Chapter we will state some preliminary Lemmas and, assuming
nonexistence of minima of Jρ, we will describe the blow-up behavior of uε. These results will be
used in Section 2.2 to give in an estimate from below of

lim inf
ε→0

Jε(uε).

In Section 2.3 we will prove the sharpness of this estimate and complete the proof of Theorem
1.2. In the remaining two sections we will discuss the case of the sphere. In section 2.4 we
will prove a generalized Kazdan-Warner identity and give some nonexistence results for (1.17).
As a consequence we will then prove Theorems 1.3 and 1.4. Theorem 1.5 will also be proved
in section 2.4 using the conformal invariance of the functional Jρ. The case of positive order
singularities will be treated separately in Section 2.5, where we give the proof of Theorems
1.6-1.11. Due to the lack conformal invariance and the ineffectiveness of the Kazdan-Warner
identity, this case will require different techniques. Theorem 1.6 will be deduced form the
standard Onofri’s inequality (Theorem A). Theorem 1.7 will follow from an improved inequality
for radially symmetric functions (Lemma 2.9). As a consequence we will obtain a multiplicity
result for equation (1.17) with ρ ∈ (8π − ε0, 8π). This is particularly interesting since in this
range the Leray-Schauder degree is equal to 1. Theorems 1.8, 1.9, 1.10, 1.11 will be proved using
the estimates in [26], [28] and the formula (1.29).

2.1 Preliminaries and Blow-up Analysis

In this section we consider a family uε ∈ H1(Σ) satisfying (2.4), (2.5), (2.6).

Lemma 2.1. uε ∈ C0,γ(Σ) ∩W 1,s(Σ) for some γ ∈ (0, 1) and s > 2.

Proof. It is easy to see that h ∈ Lq(Σ) for some q > 1 ( q = +∞ if α = 0 and q < − 1
α for α < 0).

Applying locally Remarks 2 and 5 in [18] one can show that uε ∈ L∞(Σ) so −∆uε ∈ Lq(Σ) and
by standard elliptic estimates uε ∈ W 2,q(Σ). Since q > 1 the conclusion follows by Sobolev’s
embedding theorems.
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The behaviour of uε is described by Theorem 1.2. More precisely we will use the following more
general concentration-compactness alternative:

Proposition 2.1. Let un be a sequence satisfying

−∆gun = Vne
un − ψn

and ∫
Σ
Vne

undvg ≤ C,

where ‖ψn‖Ls(Σ) ≤ C for some s > 1, and

Vn = Kn

∏
1≤i≤m

e−4παiGpi

with Kn ∈ C∞(Σ), 0 < a ≤ Kn ≤ b and αi > −1, i = 1, . . . ,m. Then there exists a subsequence
unk of un such that one of the following holds:

i. unk is uniformly bounded in L∞(Σ);

ii. unk −→ −∞ uniformly on Σ;

iii. there exist a finite blow-up set B = {q1, . . . , ql} ⊆ Σ and a corresponding family of se-

quences {qjk}k∈N, j = 1, . . . l such that qjk
k→∞−→ qj and unk(qjk)

k→∞−→ +∞ j = 1, . . . , l.

Moreover unk
k→∞−→ −∞ uniformly on compact subsets of Σ\B and Vnke

unk ⇀
∑l

j=1 σjδqj
weakly in the sense of measures where σj = 8π(1 + α(qj)) for j = 1, . . . , l.

A proof of Proposition 2.1 in the regular case can be found in [50] while the general case is a
consequence of the results in [5] and [8]. A unified proof can be given following the arguments
presented in Sections 4.2, 4.3. In our analysis we will also need the following local version of
Proposition 2.1 proved by Li and Shafrir ([51]):

Proposition 2.2. Let Ω be an open domain in R2 and vn be a sequence satisfying ‖evn‖L1(Ω) ≤ C
and

−∆vn = Vne
vn

where 0 ≤ Vn ∈ C0(Ω) and Vn −→ V uniformly in Ω. If vn is not uniformly bounded from above

on compact subsets of Ω, then Vne
vn ⇀ 8π

l∑
i=1

mjδqj as measures, with qj ∈ Ω and mj ∈ N+,

j = 1, . . . , l.

Applying Proposition 2.1 to uε under the additional condition (2.6) we obtain that either uε is
uniformly bounded in L∞(Σ) or its blows-up set contains a single point p such that α(p) = α.
In the first case, one can use elliptic estimates to find uniform bounds on uε in W 2,q(Σ), for
some q > 1; consequently, a subsequence of uε converges in H1(Σ) to a function u ∈ H1(Σ) that
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is a minimum point of J and a solution of (1.17) for ρ = ρ. We now focus on the second case,
that is

λε := max
Σ

uε = uε(pε) −→ +∞ and pε −→ p with α(p) = α. (2.7)

In the following G(x, y) will denote the Green’s function defined in (1.16). It will also be
convenient to set Gx(y) := G(x, y). By Proposition 2.1 we also get:

Lemma 2.2. If uε satisfies (2.5), (2.6) and (2.7), then, up to subsequences,

1. ρεhe
uε ⇀ ρ δp;

2. uε
ε→0−→ −∞ uniformly in Ω, ∀ Ω ⊂⊂ Σ\{p};

3. uε
ε→0−→ −∞;

4. There exist γ ∈ (0, 1), s > 2 such that uε − uε
ε→0−→ ρ Gp in C0,γ(Ω) ∩W 1,s(Ω) ∀ Ω ⊂⊂

Σ\{p};

5. ∇uε is bounded in Lq(Σ) ∀ q ∈ (1, 2).

Proof. 1., 2. and 3. are direct consequences of Proposition 2.1. To prove 4. we consider Green’s
representation formula

uε(x)− uε = ρε

∫
Σ
Gx(y)h(y)euε(y)dvg(y).

We stress that Green’s function has the following properties:

• |G(x, y)| ≤ C1(1 + | log d(x, y)|) ∀ x, y ∈ Σ, x 6= y.

• |∇xgG(x, y)| ≤ C2

d(x, y)
∀ x, y ∈ Σ, x 6= y.

• G(x, y) = G(y, x) ∀ x, y ∈ Σ, x 6= y.

Take q > 1 such that h ∈ Lq(Σ). The first property also yields

sup
x∈Σ
‖Gx‖Lq′ (Σ) ≤ C3. (2.8)

Let us fix δ > 0 such that B3δ(p) ⊂ Σ\Ω and take a cut-off function ϕ such that ϕ ≡ 1 in Bδ(p)
and ϕ ≡ 0 in Σ\B2δ(p).

uε(x)− uε = ρε

∫
Σ
ϕ(y)Gx(y)h(y)euε(y)dvg(y) + ρε

∫
Σ

(1− ϕ(y))Gx(y)h(y)euε(y)dvg(y).

By (2.8) and 2. we have∣∣∣∣∫
Σ

(1− ϕ(y))Gx(y)h(y)euε(y)dvg(y)

∣∣∣∣ ≤ ∫
Σ\Bδ(p)

|Gx(y)|h(y)euε(y)dvg(y) ≤
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≤ C3‖h‖Lq(Σ)‖euε‖L∞(Σ\Bδ(p))
ε→0−→ 0.

By 1. and the smoothness of ϕGx for x ∈ Ω and y ∈ Σ we get∫
Σ
ϕ(y)Gx(y)h(y)euε(y)dvg(y)

ε→0−→ ϕ(p)Gx(p) = Gp(x)

uniformly for x ∈ Ω. Similarly we have

∇guε(x) = ρε

∫
Σ
ϕ(y)∇xgGx(y)h(y)euε(y)dvg(y) + ρε

∫
Σ

(1− ϕ(y))∇xgGx(y)h(y)euε(y)dvg(y)

with ∫
Σ
ϕ(y)∇xgGx(y)h(y)euε(y)dvg(y)

k→∞−→ ∇xgGp(x)

uniformly in Ω and, assuming q ∈ (1, 2), by the Hardy-Littlewood-Sobolev inequality∫
Σ

(∫
Σ

(1− ϕ(y))∇xgGx(y)h(y)euε(y)dvg(y)

)s
dvg(x) ≤

≤ Cs2
∫

Σ

(∫
Σ\Bδ(p)

h(y)euε(y)

d(x, y)
dvg(y)

)s
dvg(x) ≤ C‖h‖sLq(Σ)‖e

un‖sL∞(Σ\Bδ(p))
ε→0−→ 0

where
1

s
=

1

q
− 1

2
.

Note that q > 1 implies s > 2. Finally, to prove 5., we shall observe that for any 1 < q < 2
there exists a positive constant Cq such that∫

Σ
ϕ dvg = 0 and

∫
Σ
|∇gϕ|q

′
dvg ≤ 1 =⇒ ‖ϕ‖∞ ≤ Cq.

Hence ∀ ϕ ∈W 1,q′(Σ)∫
Σ
∇guε · ∇gϕ dvg = −

∫
Σ

∆uεϕ dvg ≤ Cq‖∆uε‖L1(Σ) ≤ C̃q

so that

‖∇uε‖Lq ≤ sup

{∫
Σ
∇guε · ∇gϕ dvg : ϕ ∈W 1,q′(Σ), ‖∇ϕ‖Lq′ ≤ 1

}
≤ C̃q.

We now focus on the behaviour of uε near the blow-up point. First we consider the case α < 0.
Let us fix a system of normal coordinates in a small ball Bδ(p), with p corresponding to 0 and
pε corresponding to xε. We define

ϕε(x) := uε(tεx)− λε, tε := e
− λε

2(1+α) . (2.9)
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Lemma 2.3. If α < 0,
|xε|
tε

is bounded.

Proof. We define
ψε(x) = uε(|xε|x) + 2(1 + α) log |xε|+ sε(|xε|x)

where sε(x) is the solution of {
−∆sε = ρε

|Σ| in Bδ(0)

sε = 0 if |x| = δ
.

The function ψε satisfies

−∆ψε = |xε|−2αρεh(|xε|x)e−sε(|xε|x)eψε = Vεe
ψε

in B δ
|xε|

(0). We stress that, by standard elliptic estimates, sε is uniformly bounded in C1(Bδ)

and that Gp has the expansion

Gp(x) = − 1

2π
log |x|+A(p) +O(|x|) (2.10)

in Bδ(0). Thus
|xε|−2αh(|xε|x)e−sε(|xε|x) =

= |xε|−2αe2α log(|xε||x|)−4παA(p)+O(|xε||x|)e−sε(|xε|x)K(|xε|x)
∏

1≤i≤m,pi 6=p
e−4παiGpi (|xε|x) =

= |x|2αe−4παA(p)eO(|xε||x|)e−sε(|xε|x)K(|xε|x)
∏

1≤i≤m,pi 6=p
e−4παiGpi (|xε|x) = |x|2αh̃(|xε|x)

where h̃ ∈ C1(Bδ). In particular Vε is uniformly bounded in C1
loc(R2\{0}). If there existed a

subsequence such that
|xε|
tε
−→ +∞ then

ψε

(
xε
|xε|

)
= 2(1 + α) log

(
|xε|
tε

)
+ sε(xε) −→ +∞,

so y0 := lim
ε→0

xε
|xε|

would be a blow-up point for ψε. Since y0 6= 0, applying Proposition 2.2 to ψε

in a small ball Br(y0) we would get

lim inf
ε→0

∫
Br(y0)

Vεe
ψεdx ≥ 8π.

But this would be in contradiction to (2.6) since∫
Br(y0)

Vεe
ψεdx =

∫
Br(y0)

ρε |xε|−2αh(|xε|x)e−sε(|xε|x)eψεdx ≤ ρε
∫
Bδ(p)

heuεdvg ≤ 8π(1+α) < 8π.
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Lemma 2.4. Assume α < 0. Then, possibly passing to a subsequence, ϕε converges uniformly
on compact subsets of R2 and in H1

loc(R2) to

ϕ0(x) := −2 log

(
1 +

πc(p)

1 + α
|x|2(1+α)

)
where c(p) = K(p)e−4παA(p)

∏
1≤i≤m,pi 6=p

e−4παiGpi (p).

Proof. The function ϕε is defined in Bε = B δ
tε

(0) and satisfies

−∆ϕε = t2ερε

(
h(tεx)eϕεeλε − 1

|Σ|

)
= t−2α

ε ρεh(tεx)eϕε − t2ερε
|Σ|

and

t−2α
ε

∫
B δ
tε

h(tεx)eϕε ≤ 1.

As in the previous proof we have

t−2α
ε h(tεx) = t−2α

ε e2α log(tε|x|)−4παA(p)+O(tε|x|)K(tεx)
∏

1≤i≤m,pi 6=p
e−4παiGpi (tεx) =

= |x|2αe−4παA(p)eO(tε|x|)K(tεx)
∏

1≤i≤m,pi 6=p
e−4παiGpi (tεx) ε→0−→ c(p)|x|2α

in Lqloc(R
2) for some q > 1. Fix R > 0 and let ψε be the solution of{

−∆ψε = t−2α
ε ρεh(tεx)eϕε − t2ερε

|Σ| in BR(0)

ψε = 0 su ∂BR(0)
.

Since ∆ψε is bounded in Lq(BR(0)) with q > 1, elliptic regularity shows that ψε is bounded
in W 2,q(BR(0)) and by Sobolev’s embeddings we may extract a subsequence such that ψε con-
verges in H1(BR(0))∩C0,λ(BR(0)). The function ξε = ϕε−ψε is harmonic in BR and bounded

from above. Furthermore ξε

(
xε
tε

)
= −ψε

(
xε
tε

)
is bounded from below, hence by Harnack in-

equality ξε is uniformly bounded in C2(BR
2

(0)). Thus ϕε is bounded in W 2,q(BR
2

) and we can

extract a subsequence converging in H1(BR
2

)∩C0,λ(BR
2

). Using a diagonal argument we find a

subsequence for which ϕε converges in H1
loc(R2) ∩ C0,λ

loc (R2) to a function ϕ0 solving

−∆ϕ0 = 8π(1 + α)c(p)|x|2αeϕ0

on R2 with ∫
R2

|x|2αeϕ0(x)dx <∞.
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The classification result in [74] yields

ϕ0(x) = −2 log

(
1 +

πeλc(p)

1 + α
|x|2(1+α)

)
+ λ

for some λ ∈ R. To conclude the proof it remains to note that, since 0 is the unique maximum
point of ϕ0, the uniform convergence of ϕε implies xε

tε
−→ 0 and λ = 0.

As in [37], to give a lower bound on Jε(uε) we need the following estimate from below for uε:

Lemma 2.5. Fix R > 0 and define rε = tεR. If α < 0 and uε satisfies (2.5), (2.6), (2.7), then

uε ≥ ρ Gp − λε − ρ A(p) + 2 log

(
R2(1+α)

1 + πc(p)
1+α R

2(1+α)

)
+ oε(1)

in Σ\Brε(p).

Proof. ∀ C > 0 we have

−∆g(uε − ρ Gp − C) = ρε

(
heuε − 1

|Σ|

)
+

ρ

|Σ|
= ρεhe

uε +
ε

|Σ|
≥ 0.

Let us consider normal coordinates near p. We know that

Gp(x) = − 1

2π
log |x|+A(p) +O(|x|),

so by Lemma 2.4 if x = tεy with |y| = R we have

uε(x)− ρ Gp = ϕε(y) + λε + 4(1 + α) log(tεR)− ρA(p) + oε(1) =

= −2 log

(
1 +

πc(p)

1 + α
R2(1+α)

)
− λε + logR4(1+α) − ρ A(p) + oε(1).

Thus, taking

Cε = −λε − ρ A(p) + 2 log

(
R2(1+α)

1 + πc(p)
1+α R

2(1+α)

)
+ oε(1)

we have uε−ρGp−Cε ≥ 0 on ∂Brε(p) and the conclusion follows from the maximum principle.

As a consequence we also have

Lemma 2.6. t2εuε −→ 0.
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Proof. By Lemma 2.4∫
Btε (p)

uε dvg = t2ε

∫
B1(0)

ϕε(y)dy + λε|Btε | = oε(1).

and by the previous Lemma

λε|Σ| ≥
∫

Σ\Btε (p)
uε ≥ ρ

∫
Σ\Btε (p)

Gp dvg − λε|Σ\Btε(p)|+O(1).

Thus
|uε|
λε

is bounded and, since λεt
2
ε = oε(1), we get the conclusion.

The case α = 0 can be studied in a similar way. The main difference is that, since we do not
know whether |xε|tε is bounded, we have to center the scaling in pε and not in p. Note that
α(p) = 0 means that p ∈ Σ\S is a regular point of h.

Lemma 2.7. Assume that α = 0 and that uε satisfies (2.5), (2.6) and (2.7). In normal coordi-
nates near p define

ψε(x) = uε(xε + tεx)− λε where tε = e−
λε
2 .

Then

1. ψε converges in C1
loc(R2) to

ψ0(x) = −2 log(1 + πh(p)|x|2)

2. ∀ R > 0 one has

uε ≥ 8πGpε − λε − 8πA(p) + 2 log

(
R2

1 + πh(p)R2

)
+ oε(1)

in Σ\BRtε(pε);

3. t2εuε → 0.

2.2 A Lower Bound

In this section and in the next one we present the proof of Theorem 1.2. We begin by giving
an estimate from below of inf

H1(Σ)
J . As before we consider uε satisfying (2.4), (2.5), (2.6), and

(2.7). Again we will focus on the case α < 0 since the computation for α = 0 is equivalent to
the one in [37]. We consider normal coordinates in a small ball Bδ(p) and assume that Gp has
the expansion (2.10) in Bδ(p). Let tε be defined as in (2.9), then ∀ R > 0 we shall consider the
decomposition
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∫
Σ
|∇guε|2dvg =

∫
Σ\Bδ(p)

|∇guε|2dvg +

∫
Bδ\Brε (p)

|∇guε|2dvg +

∫
Brε (p)

|∇guε|2dvg.

On Σ\Bδ(p) we can use Lemma 2.2 and an integration by parts to obtain:

∫
Σ\Bδ

|∇guε|2dvg = ρ2

∫
Σ\Bδ

|∇gGp|2dvg + oε(1) =

= − ρ
2

|Σ|

∫
Σ\Bδ

Gp dvg − ρ2

∫
∂Bδ

Gp
∂Gp
∂n

dσg + oε(1) =

= −ρ2

∫
∂Bδ

Gp
∂Gp
∂n

dσg + oε(1) + oδ(1). (2.11)

On Brε(p) the convergence result for the scaling (2.9) stated in Lemma 2.4 yields

∫
Brε

|∇guε|2dvg =

∫
BR(0)

|∇ϕ0|2dx+ oε(1) = 2ρ

(
log

(
1 +

π c(p)

1 + α
R2(1+α)

)
− 1

)
+

+ oε(1) + oR(1). (2.12)

For the remaining term we can use (2.5) and Lemma 2.2 to obtain

∫
Bδ\Brε

|∇guε|2dvg = ρε

∫
Bδ\Brε

heuεuεdvg −
ρε
|Σ|

∫
Bδ\Brε

uεdvg +

+

∫
∂Bδ

uε
∂uε
∂n

dσg −
∫
∂Brε

uε
∂uε
∂n

dσg =

= ρε

∫
Bδ\Brε

heuεuεdvg −
ρε
|Σ|

∫
Bδ\Brε

uεdvg + uε

∫
∂Bδ

∂uε
∂n

dσg

−
∫
∂Brε

uε
∂uε
∂n

dσg + ρ2

∫
∂Bδ

Gp
∂Gp
∂n

dσg + oε(1). (2.13)

By Lemma 2.5 and (2.6) we get

ρε

∫
Bδ\Brε

heuεuεdvg ≥ ρερ

∫
Bδ\Brε

heuεGpdvg − ρελε
∫
Bδ\Brε

heuεdvg

+OR(1)ρε

∫
Bδ\Brε

heuεdvg =

= ρερ

∫
Bδ\Brε

heuεGpdvg − ρελε
∫
Bδ\Brε

heuεdvg + oε(1). (2.14)
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Again by (2.5) and Lemma 2.2

ρε

∫
Bδ\Brε

heuεGpdvg =

∫
Bδ\Brε

Gp

(
−∆uε +

ρε
|Σ|

)
dvg =

= − 1

|Σ|

∫
Bδ\Brε

uεdvg +

∫
∂Bδ

uε
∂Gp
∂n
−Gp

∂uε
∂n

dσg + (2.15)

+

∫
∂Brε

Gp
∂uε
∂n
− uε

∂Gp
∂n

dσg + oδ(1) =

= − 1

|Σ|

∫
Bδ\Brε

uεdvg + uε

∫
∂Bδ

∂Gp
∂n

dσg +

+

∫
∂Brε

Gp
∂uε
∂n

dσg −
∫
∂Brε

uε
∂Gp
∂n

dσg + oε(1) + oδ(1), (2.16)

and

ρελε

∫
Bδ\Brε

heuεdvg = −λε
∫
∂Bδ\Brε

∂uε
∂n

dσg +
ρελε
|Σ|

(V ol(Bδ)− V ol(Brε)) = (2.17)

= −λε
∫
∂Bδ

∂uε
∂n

dσg + λε

∫
∂Brε

∂uε
∂n

dσg +
ρελε
|Σ|

V ol(Bδ) + oε(1).

Using (2.13), (2.14), (2.15) and (2.17) we get

∫
Bδ\Brε

|∇guε|2dvg ≥ −(16π(1 + α)− ε) 1

|Σ|

∫
Bδ\Brε

uε dvg −
ρελε
|Σ|

V ol(Bδ) +

+ρ uε

∫
∂Bδ

∂Gp
∂n

dσg + λε

∫
∂Bδ

∂uε
∂n

dσg + uε

∫
∂Bδ

∂uε
∂n

dσg +

+ρ2

∫
∂Bδ

Gp
∂Gp
∂n

dσg − ρ
∫
∂Brε

uε
∂Gp
∂n

dσg + (2.18)

−
∫
∂Brε

(
uε − ρ Gp + λε

)∂uε
∂n

+ oε(1) + oδ(1).

By Lemmas 2.2 and 2.6 we can say that∫
Bδ\Brε

uεdvg =

∫
Bδ\Brε

(uε − uε)dvg + uε(V ol(Bδ)− V ol(Brε)) = uεV ol(Bδ) + oδ(1) + oε(1).

Using Green’s formula

uε

∫
∂Bδ

∂Gp
∂n

dσg = −uε
∫

Σ\Bδ
∆gGp dvg = −uε

(
1− V ol(Bδ)

|Σ|

)
.



2.2. A Lower Bound 30

Similarly

∫
∂Bδ

∂uε
∂n

dσg = −
∫

Σ\Bδ
∆uε dvg =

∫
Σ\Bδ

ρε

(
heuε − 1

|Σ|

)
dvg ≥ −ρε

(
1− V ol(Bδ)

|Σ|

)
and

uε

∫
∂Bδ

∂uε
∂n

dσg = uερεe
uε

∫
Σ\Bδ(p)

h euε−uεdvg − uερε
(

1− V ol(Bδ)

|Σ|

)
=

= −uερε
(

1− V ol(Bδ)

|Σ|

)
+ oε(1).

Lemma 2.4 yields

∫
∂Brε

uε
∂Gp
∂n

dσg = λε

∫
∂Brε

∂Gp
∂n

dσg + tε

∫
∂BR(0)

ϕε
∂Gp
∂n

(tεx)(1 + oε(1))dσ =

= −λε
(

1− V ol(Brε)

|Σ|

)
+ tε

∫
∂BR(0)

ϕ0

(
− 1

2πtεR
+O(1)

)
dσ =

= −λε + 2 log

(
1 +

π c(p)

1 + α
R2(1+α)

)
+ oε(1)

and the estimate in Lemma 2.5 gives

−
∫
∂Brε

(
uε − ρ Gp + λε

)∂uε
∂n

dσg ≥

≥

2 log

 R2(1+α)

1 + πc(p)
(1+α)R

2(1+α)

− ρA(p)

 8π2c(p)R2(1+α)(
1 + πc(p)R2(1+α)

1+α

) + oε(1) =

= −ρ2A(p)− 2 ρ log

(
πc(p)

1 + α

)
+ oε(1) + oR(1).

Hence

∫
Bδ\Brε

|∇guε|2dvg ≥ −(16π(1 + α)− ε)uε + ελε + ρ2

∫
∂Bδ

Gp
∂Gp
∂n

dσg +

− 2ρ log

(
1 +

πc(p)

1 + α
R2(1+α)

)
− ρ2A(p)− 2ρ log

(
πc(p)

1 + α

)
+

+ oε(1) + oδ(1) + oR(1). (2.19)
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By (2.11), (2.12) and (2.19) we can therefore conclude∫
Σ
|∇guε|2dvg ≥ −(16π(1 + α)− ε)uε + ελε − ρ2A(p)− 2ρ log

(
πc(p)

1 + α

)
− 2ρ+

+ oε(1) + oδ(1) + oR(1),

so that

Jε(uε) ≥
ε

2
(λε − uε)−

ρ2

2
A(p)− ρ log

(
πc(p)

1 + α

)
− ρ+ ρε log |Σ|+ oε(1) + oδ(1) + oR(1)

≥ −ρ
(

4π(1 + α)A(p) + 1 + log

(
πc(p)

1 + α

)
− log |Σ|

)
+ oε(1) + oδ(1) + oR(1).

As ε, δ → 0 and R→∞ we obtain

inf
H1(Σ)

J ≥ −ρ
(

4π(1 + α)A(p) + 1 + log

(
πc(p)

1 + α

)
− log |Σ|

)
= (2.20)

= −ρ

1 + log
π

|Σ|
+ 4πA(p) + log

K(p)

1 + α

∏
q∈S,q 6=p

e−4πα(q)Gq(p)

 .

Using Lemma 2.7 it is possible to prove that (2.20) holds even for α = 0. About the blow-up
point p we only know that α(p) = α, so we have proved

Proposition 2.3. If J has no minimum point, then

inf
H1(Σ)

J ≥ −ρ

1 + log
π

|Σ|
+ max
p∈Σ,α(p)=α

4πA(p) + log

K(p)

1 + α

∏
q∈S,q 6=p

e−4πα(q)Gq(p)


 .

Notice that, if α < 0, the set

{p ∈ Σ : α(p) = α} = {pi : i ∈ {1, . . . ,m}, αi = α}

is finite, while if α = 0
{p ∈ Σ : α(p) = α} = Σ\S.

Although this set is not finite, the maximum in the above expression is still well defined since
the function

p 7−→ 4πA(p) + log

K(p)
∏
q∈S

e−4πα(q)Gq(p)

 = 4πA(p) + log h(p)

is continuous on Σ\S and approaches −∞ near S.



2.3. An Estimate From Above 32

2.3 An Estimate From Above

In order to complete the proof of Theorem 1.2 we need to exhibit a sequence ϕε ∈ H1(Σ) such
that

J(ϕε) −→ −ρ

1 + log
π

|Σ|
+ max
p∈Σ,α(p)=α

4πA(p) + log

K(p)

1 + α

∏
q∈S,q 6=p

e−4πα(q)Gq(p)




Let us define rε := γεε
1

2(1+α) where γε is chosen so that

γε → +∞, r2
ε log ε −→ 0, r2

ε log(1 + γ2(1+α)
ε ) −→ 0. (2.21)

Let p ∈ Σ be such that α(p) = α and

4πA(p) + log

K(p)

1 + α

∏
q∈S,q 6=p

e−4πα(q)Gq(p)

 =

= max
ξ∈Σ,α(ξ)=α

4πA(ξ) + log

K(ξ)

1 + α

∏
q∈S,q 6=ξ

e−4πα(q)Gq(ξ)


and consider a cut-off function ηε such that ηε ≡ 1 in Brε(p), ηε ≡ 0 in Σ\B2rε(p) and |∇gηε| =
O(r−1

ε ). Define

ϕε(x) =

{
−2 log(ε+ r2(1+α)) + log ε r ≤ rε
ρ (Gp − ηεσ) + Cε + log ε r ≥ rε

where r = d(x, p), σ(x) = O(r) is defined by

Gp(x) = − 1

2π
log r +A(p) + σ(x), (2.22)

and

Cε = −2 log

(
1 + γ

2(1+α)
ε

γ
2(1+α)
ε

)
− ρ A(p).

In the case αi = 0 ∀ i, a similar family of functions was used in [37] to give an existence result
for (1.17) by proving, under some strict assumptions on h, that

inf
H1(Σ)

Jρ < −8π

(
1 + log

(
π

|Σ|

)
+ max

p∈Σ
{4πA(p) + log h(p)}

)
.

Here we only prove a weak inequality but we have no extra assumptions on h. Taking normal
coordinates in a neighborhood of p it is simple to verify that∫

Brε

|∇gϕε|2dvg = 16π(1 + α)

(
log
(

1 + γ2(1+α)
ε

)
+

1

1 + γ
2(1+α)
ε

− 1

)
+ oε(1) =

= 16π(1 + α)
(

log
(

1 + γ2(1+α)
ε

)
− 1
)

+ oε(1).
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By our definition of ϕε∫
Σ\Brε

|∇gϕε|2dvg = ρ2

(∫
Σ\Brε

|∇gGp|2dvg +

∫
Σ\Brε

|∇g(ηεσ)|2dvg − 2

∫
Σ\Brε

∇gGp · ∇g(ηεσ) dvg

)
and by the properties of ηε∫

Σ\Brε
|∇g(ηεσ)|2dvg =

∫
B2rε\Brε

|∇gηε|2σ2 + 2ηεσ ∇gηε · ∇gσ + η2
ε |∇gσ|2 dvg = O(r2

ε).

Hence, integrating by parts and using (2.22), one has∫
Σ\Brε

|∇gϕε|2dvg = ρ2

(∫
Σ\Brε

|∇Gp|2dvg − 2

∫
Σ\Brε

∇gGp · ∇g(ηεσ) dvg+

)
+ oε(1) =

= −ρ2

(
1

|Σ|

∫
Σ\Brε

(Gp − 2ηεσ) dvg +

∫
∂Brε

(Gp − 2ηεσ)
∂Gp
∂n

dσg

)
+ oε(1) =

= −ρ2

∫
∂Brε

(Gp − 2σ)
∂Gp
∂n

dσg + oε(1) =

= −ρ2

∫
∂Brε

(
− 1

2π
log(rε) +A(p)− σ

)(
− 1

2πrε
+∇σ

)
(1 +O(r2

ε))dσ

+oε(1) =

= −ρ2

∫
∂Brε

(
log rε
4π2rε

− 1

2πrε
A(p) +O(log rε) +O(1)

)
dσ + oε(1) =

= − ρ
2

2π
log(γεε

1
2(1+α) ) + ρ2A(p) + oε(1) =

= −2ρ
(

log γ2(1+α)
ε + log ε− 4π(1 + α)A(p)

)
+ oε(1).

Thus ∫
Σ
|∇gϕε|2dvg = 2ρ

(
log

(
1 + γ

2(1+α)
ε

γ
2(1+α)
ε

)
− 1 + 4π(1 + α)A(p)− log ε

)
+ oε(1) =

= −2ρ (1− 4π(1 + α)A(p) + log ε) + oε(1). (2.23)

Similarly one has

∫
Brε

ϕε dvg = |Brε | log ε− 4π

∫ rε

0
r log

(
ε+ r2(1+α)

)
(1 + oε(1))dr =

= |Brε | log ε− 2πr2
ε log ε− 4π

∫ rε

0
r log

(
1 +

r2(1+α)

ε

)
(1 + oε(1))dr =

= O(r2
ε log ε)− 4π

∫ 1

0
r2
εs log

(
1 + γ2(1+α)

ε s2(1+α)
)

(1 + oε(1))dr =
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= O(r2
ε log ε) +O(r2

ε log(1 + γ2(1+α)
ε )) = oε(1)

and ∫
Σ\Brε

ϕε dvg = ρ

∫
Σ\Brε

(Gp − ηεσ)dvg + (Cε + log ε)|Σ\Brε(p)| =

= |Σ| log ε− ρ|Σ|A(p) + oε(1)

so that
1

|Σ|

∫
Σ
ϕεdvg = log ε− ρ A(p) + oε(1). (2.24)

To compute the integral of the exponential term we fix a small δ > 0 and observe that

∫
Σ
heϕεdvg = h̃(p)

∫
Brε

e−4παGpeϕεdvg +

∫
Brε

(
h̃− h̃(p)

)
e−4παGpeϕεdvg +

+

∫
Bδ\Brε

heϕεdvg +

∫
Σ\Bδ

heϕεdvg

where h̃ = h e4παGp = K
∏

q∈S,q 6=p
e−4πα(q)Gq . For the first term we have

∫
Brε

e−4παGpeϕεdvg = ε

∫
Brε

e2α log r−4παA(p)−4πασe−2 log(ε+r2(1+α))dvg =

= εe−4παA(p)

∫
Brε

r2α

(ε+ r2(1+α))2
(1 + oε(1))dvg =

=
πe−4παA(p)

1 + α

γ
2(1+α)
ε

1 + γ
2(1+α)
ε

(1 + oε(1)) =

=
πe−4παA(p)

1 + α
+ oε(1). (2.25)

Since h̃ is smooth in a neighbourhood of p we obtain∫
Brε

(
h̃− h̃(p)

)
e−4παGpeϕεdvg = oε(1)

∫
Brε

e−4παGpeϕεdvg = oε(1) (2.26)

and ∣∣∣∣∣
∫
Bδ\Brε

heϕεdvg

∣∣∣∣∣ =

∣∣∣∣∣
∫
Bδ\Brε

h̃e−4παGpeϕεdvg

∣∣∣∣∣ ≤ sup
Bδ

|h̃|
∫
Bδ\Brε

e−4παGpeϕεdvg =

= εeCε sup
Bδ

|h̃|
∫
Bδ\Brε

e4π(2+α)Gpe−ρηεσdvg =

= O(ε)

∫
Bδ\Brε

e4π(2+α)Gpdx = O(ε)

∫
Bδ\Brε

1

|x|2(2+α)
dx =

= O(ε)

(
1

r
2(1+α)
ε

− 1

δ2(1+α)

)
= O

(
1

γ
2(1+α)
ε

)
+O(ε) = oε(1). (2.27)
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Finally ∫
Σ\Bδ

heϕεdvg = εeCε
∫

Σ\Bδ
heρGpdvg = O(ε) (2.28)

so by (2.25), (2.26), (2.27) and (2.28) we have∫
Σ
heϕεdvg =

πh̃(p)e−4παA(p)

1 + α
+ oε(1). (2.29)

Using (2.23), (2.24) and (2.29) we get

lim
ε→0

J(ϕε) = −ρ

(
1 + 4πA(p) + log

(
1

|Σ|
πh̃(p)

1 + α

))
=

= −ρ

1 + log
π

|Σ|
+ max
ξ∈Σ,α(ξ)=α

4πA(ξ) + log

K(ξ)

1 + α

∏
q∈S,q 6=ξ

e−4πα(q)Gq(ξ)


 .

This, together with Proposition 2.3, completes the proof of Theorem 1.2.

2.4 Onofri’s Inequalities on S2

In this section we will consider the special case of the standard sphere (S2, g0) with m ≤ 2 and
K ≡ 1. We fix α1, α2 ∈ R with −1 < α1 ≤ α2 and as before we consider the singular weight

h = e−4πα1Gp1−4πα2Gp2 . (2.30)

In order to apply Theorem 1.2 and obtain sharp versions of (1.22), we need to study the existence
of minimum points for the functional Jhρ . Let us fix a system of coordinates (x1, x2, x3) on R3

such that p1 = (0, 0, 1). When h ∈ C1(S2) the Kazdan-Warner identity (see [47]) states that
any solution of (1.17) has to satisfy∫

S2

∇h · ∇xi eu dvg0 =
(

2− ρ

4π

)∫
S2

heuxi dvg0 i = 1, 2, 3.

We claim that if p2 = −p1 the same identity holds, at least in the x3-direction, even when h is
singular.

Lemma 2.8. Let u be a solution of (1.17) on S2, then there exist C, δ0 > 0 such that

• |∇u(x)| ≤ Cd(x, pi)
2αi+1 if αi < −1

2 ;

• |∇u(x)| ≤ C (− log d(x, pi)) if αi = −1
2 ;

• |∇u(x)| ≤ C if αi > −1
2 ;

for 0 < d(x, pi) < δ0, i = 1, 2.
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Proof. Let us fix 0 < r0 <
1
2 min{π2 , d(p1, p2)} and i ∈ {1, 2}. If αi > −1

2 then, by standard

elliptic regularity, u ∈ C1(Br0(pi)) and the conclusion holds for δ0 = r0 and C = ‖∇u‖L∞(Br0 (pi)).

Let us now assume αi ≤ −1
2 . We know that h(y) ≤ C1d(y, pi)

2αi for y ∈ B2r0(pi) so, if δ0 < r0,
by Green’s representation formula we have

|∇u|(x) ≤ ρe‖u‖∞
∫
S2

h(y)

d(x, y)
dvg0(y) ≤

ρe‖u‖∞‖h‖L1(S2)

r0
+ ρe‖u‖∞C1

∫
Br0 (x)

d(y, pi)
2αi

d(x, y)
dvg0(y).

Let π be the stereographic projection from the point −pi. It is easy to check that there exist
C2, C3 > 0 such that

C2 d(q, q′) ≤ |π(q)− π(q′)| ≤ C3 d(q, q′)

∀ q, q′ ∈ Bπ
2
(pi). Thus we have∫

Br0 (x)

d(y, pi)
2αi

d(x, y)
dvg0(y) ≤

∫
Bπ

2
(pi)

d(y, pi)
2αi

d(x, y)
dvg0(y) ≤ C4

∫
{|z|≤1}

|z|2αi
|π(x)− z|

dz =

= C4|π(x)|2αi+1

∫
{
|z|≤ 1

|π(x)|

} |z|2αi∣∣∣ π(x)
|π(x)| − z

∣∣∣dz ≤ C5d(x, pi)
2αi+1

∫
{
|z|≤ 1

|π(x)|

} |z|2αi∣∣∣ π(x)
|π(x)| − z

∣∣∣dz.
Notice that ∫

{
|z|≤ 1

|π(x)|

} |z|2αi∣∣∣ π(x)
|π(x)| − z

∣∣∣dz ≤
≤ 1

22αi

∫
{∣∣∣ π(x)
|π(x)|−z

∣∣∣≤ 1
2

} 1∣∣∣ π(x)
|π(x)| − z

∣∣∣dz + 2

∫
{|z|≤2}

|z|2αidz + 2

∫
{

2≤|z|≤ 1
|π(x)|

} |z|2αi−1dz ≤

≤ C6 + 2

∫
{

2≤|z|≤ 1
|π(x)|

} |z|2αi−1dz.

If αi < −1
2 ∫

{
2≤|z|≤ 1

|π(x)|

} |z|2αi−1dz ≤ C7,

while if αi = −1
2∫
{

2≤|z|≤ 1
|π(x)|

} |z|2αi−1dz = 2π log

(
1

2|π(x)|

)
≤ C8 (− log d(x, pi)) .

Thus we get the conclusion for δ0 sufficiently small.

In any case there exists s ∈ [0, 1) such that

|∇u(x)| ≤ Cd(x, pi)
−s (− log d(x, pi)) (2.31)

for 0 < d(x, pi) < δ0, i = 1, 2.
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Proposition 2.4. If p2 = −p1 then any solution of (1.17) satisfies∫
S2

∇h · ∇x3 e
u dvg0 =

(
2− ρ

4π

)∫
S2

heux3 dvg0 .

Proof. Without loss of generality we may assume∫
S2

heudvg0 = 1. (2.32)

Let us denote Sδ = S2\Bδ(p1)∪Bδ(p2). Since u is smooth in Sδ, multiplying (1.17) by ∇u ·∇x3

and integrating on Sδ we have

−
∫
Sδ

∆u ∇u · ∇x3 dvg0 = ρ

∫
Sδ

(
h eu − 1

4π

)
∇u · ∇x3 dvg0 (2.33)

Integrating by parts we obtain

−
∫
Sδ

∆u ∇u · ∇x3 dvg0 =

∫
Sδ

∇u · ∇(∇u · ∇x3)dvg0 +
2∑
i=1

∫
∂Bδ(pi)

∇u · ∇x3
∂u

∂n
dσg0

and by (2.31)∣∣∣∣∣
∫
∂Bδ(pi)

∇u · ∇x3
∂u

∂n
dσg0

∣∣∣∣∣ ≤
∫
∂Bδ(pi)

|∇u|2|∇x3|dσg0 = O(δ2(1−s) log2 δ) = oδ(1).

Using the identities

∇u · ∇(∇u · ∇x3) =
1

2
∇|∇u|2 · ∇x3 − x3|∇u|2

and
−∆x3 = 2x3,

and applying again (2.31) to estimate the boundary term, we get

−
∫
Sδ

∆u ∇u · ∇x3 dvg0 =

∫
Sδ

1

2
∇|∇u|2 · ∇x3 dvg0 −

∫
Sδ

x3|∇u|2dvg0 + oδ(1) =

= −1

2

∫
Sδ

∆x3 |∇u|2dvg0 −
2∑
i=1

∫
∂Bδ(pi)

|∇u|2∂x3

∂n
dσg0 −

∫
Sδ

x3|∇u|2dvg0 = oδ(1).

Thus (2.33) becomes∫
Sδ

heu∇u · ∇x3 dvg0 −
1

4π

∫
Sδ

∇u · ∇x3 dvg0 = oδ(1). (2.34)
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Moreover ∫
Sδ

∇u · ∇x3 dvg0 = −
∫
Sδ

∆u x3 dvg0 −
2∑
i=1

∫
∂Bδ(pi)

x3
∂u

∂n
dσg0 =

= ρ

∫
Sδ

(
heu − 1

4π

)
x3 dvg0 +O(δ1−s(− log δ))

= ρ

∫
Sδ

heux3 dvg0 + oδ(1)

and ∫
Sδ

heu ∇u · ∇x3 dvg0 =

∫
Sδ

∇eu · h∇x3 dvg0 =

= −
∫
Sδ

eu div( h∇x3)dvg0 −
2∑
i=1

∫
∂Bδ(pi)

heu
∂x3

∂n
dσg0 =

= −
∫
Sδ

∇h · ∇x3 e
u dvg0 + 2

∫
Sδ

heux3dvg0 +O(δ2(1+α)).

Thus by (2.34) we have∫
Sδ

∇h · ∇x3 e
u dvg0 =

(
2− ρ

4π

)∫
Sδ

heux3 dvg0 + oδ(1).

Since u is continuous on S2 and h,∇h · ∇x3 ∈ L1(S2) as δ → 0 we get the conclusion.

Remark 2.1. In the above proof there is no need to assume K ≡ 1.

Assuming p1 = (0, 0, 1) and p2 = (0, 0,−1), one may easily verify that

Gp1(x) = − 1

4π
log(1− x3)− 1

4π
log
(e

2

)
and

Gp2(x) = − 1

4π
log(1 + x3)− 1

4π
log
(e

2

)
,

so that

∇h · ∇x3 = −4πh(α1∇G1 + α2∇G2) · ∇x3 = (α2 − α1)h− (α1 + α2)hx3.

Thus we can rewrite the identity in Proposition 2.4 as

α2 − α1 =
(

2− ρ

4π
+ α1 + α2

)∫
S2

heux3 dvg0 . (2.35)
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Proof of Theorem 1.3. Assume m = 1 (i.e. α2 = 0). We claim that equation (1.17) has no
solutions for ρ = ρ = 8π(1 + min{0, α1}), unless α1 = 0. Indeed if u were a solution of (1.17)
satisfying (2.32), then applying (2.35) with ρ = ρ we would get

−α1 = (α1 − 2 min{0, α1})
∫
S2

heux3 dvg0

so that, if α1 6= 0, ∣∣∣∣∫
S2

heux3 dvg0

∣∣∣∣ = 1.

This contradicts (2.32). In particular we proved non-existence of minimum points for Jρ so we
can exploit Theorem 1.2 and (2.3) to prove that (1.22) holds with

C = max
p∈S2,α(p)=α

log

 1

1 + α

∏
q∈S,q 6=p

e−4πα(q)Gq(p)

 .

If α1 < 0 one has
C = − log(1 + α1).

If α1 > 0,
C = max

p∈S2\{p1}
{−4πα1Gp1(p)} = −4πα1Gp1(p2) = α1.

Remark 2.2. More generally (2.35) implies that, for m = 1, K ≡ 1 and α1 6= 0, equation
(1.17) has no solutions for ρ ∈ [8π(1 + min{0, α1}), 8π(1 + max{0, α1})].

Proof of Theorem 1.4. As in the previous proof, applying (2.35) with ρ = ρ = 8π(1 + α1), we
obtain that any critical point of Jρ for which (2.32) holds has to satisfy

α2 − α1 = (α2 − α1)

∫
S2

heux3dvg0 .

Since α1 6= α2 one has ∫
S2

heux3dvg0 = 1

which is impossible. Thus Jρ has no critical points and by Theorem 1.2 one has

C = log

(
1

1 + α1
e−4πα2Gp2 (p1)

)
= α2 − log(1 + α1).

Remark 2.3. More generally (2.35) implies that, for m = 2, K ≡ 1 and α1 < α2, equation
(1.17) has no solutions for ρ ∈ [8π(1 + α1), 8π(1 + α2)].
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Now we assume α1 = α2 < 0. In this case identity (2.35) gives no useful condition. Let us
denote by π the stereographic projection from the point p1. It is easy to verify that u satisfies
(1.17) and (2.32) if and only if

v := u ◦ π−1 + (1 + α) log

(
4

(1 + |y|2)2

)
+ 2α log

(e
2

)
solves

−∆R2v = 8π(1 + α)|y|2αev (2.36)

in R2 and ∫
R2

|y|2αevdy = 1.

As we pointed out in the proof of Lemma 2.4, equation (2.36) has a one-parameter family of
solutions:

vλ(y) = −2 log

(
1 +

π

1 + α
el|y|2(1+α)

)
l ∈ R. Thus we have a corresponding family {uλ,c} of critical points of Jρ given by the expression

uλ,c ◦ π−1(y) = 2 log

(
(1 + |y|2)1+α

1 + λ|y|2(1+α)

)
+ c, (2.37)

c ∈ R, λ > 0. A priori we do not know whether these critical points are minima for Jρ (as it
happens for α = 0), so a direct application of 1.2 is not possible. However, we can still get the
conclusion by comparing Jρ(uλ,c) with the blow-up value provided by Theorem 1.2.

Proof of Theorem 1.5. Let us first compute J(uλ,c). Let ϕt : S2 −→ S2 be the conformal
transformation defined by π(ϕt(π

−1(y))) = ty. It is not difficult to prove that ∀ t > 0

Jρ(u) = Jρ(u ◦ ϕt + (1 + α) log | det dϕt|);

in particular, since

uλ,c = u1,0 ◦ ϕ
λ

1
2(1+α)

+ (1 + α) log | detϕ
λ

1
2(1+α)

|+ c− log λ,

we have that J(uλ,c) does not depend on λ and c. Thus we may assume λ = 1 and c = 0. A
simple computation shows that∫

S2

h eu1,0dvg0 = 4e2α

∫
R2

|y|2α(
1 + |y|2(1+α)

)2dy =
4e2απ

1 + α
. (2.38)

Since u1,0(p1) = 0 and u1,0 solves

−∆u1,0 = ω h eu1,0 − 2(1 + α) with ω := 2(1 + α)2e−2α

one has ∫
S2

u1,0 dvg0 = 4π

∫
S2

∆u1,0 Gp1dvg0 = −4πω

∫
S2

heu1,0Gp1dvg0



2.4. Onofri’s Inequalities on S2 41

and

1

2

∫
S2

|∇u1,0|2dvg0 + 2(1 + α)

∫
S2

u1,0 dvg0 =
1

2
ω

∫
S2

heu1,0u1,0 dvg0 + (1 + α)

∫
S2

u1,0 dvg0 =

=
ω

2

∫
S2

heu1,0(u1,0 − ρGp1)dvg0 . (2.39)

Since

Gp1(π−1(y)) :=
1

4π
log(1 + |y|2)− 1

4π
we get∫

S2

heu1,0(u1,0 − ρGp1) = 2(1 + α)

∫
S2

heu1,0dvg0 − 8e2α

∫
R2

|y|2α log
(
1 + |y|2(1+α)

)(
1 + |y|2(1+α)

)2 dy =

= 8πe2α − 8πe2α

1 + α

∫ +∞

0

log(1 + s)

(1 + s)2
ds =

8παe2α

1 + α
. (2.40)

Using (2.38), (2.39) and (2.40) we obtain

J(uλ,c) = J(u1,0) = 8π(1 + α) (log(1 + α)− α) ∀ λ > 0, c ∈ R.

To conclude the proof it is sufficient to observe that uλ,c have to be minimum points for Jρ that
is

inf
H1(S2)

Jρ = 8π(1 + α) (log(1 + α)− α) .

Indeed if this were false then Jρ would have no minimum points but, by Theorem 1.2, we would
get

inf
H1(S2)

Jρ = 8π(1 + α) (log(1 + α)− α) = J(uλ,c).

This is clearly a contradiction.

Remark 2.4. There is no need to assume p1 = −p2.

Indeed given two arbitrary points p1, p2 ∈ S2 with p1 6= p2 it is always possible to find a
conformal diffeomorphism ϕ : S2 −→ S2 such that ϕ−1(p1) = −ϕ−1(p2). Moreover one has

Jρ(u) = J̃ρ(u ◦ ϕ+ (1 + α) log |det dϕ|) + cα,p1,p2

∀ u ∈ H1(S2), where J̃ is the Moser-Trudinger functional associated to

h̃ = e
−4παGϕ−1(p1)−4παGϕ−1(p2) .

and cα,p1,p2 is an explicitly known constant depending only on α, p1 and p2. In particular one
can still compute min

H1(S2)
Jρ and describe the minimum points of Jρ in terms of ϕ and the family

(2.37).

To complete the discussion of Onofri-Type inequalities with m ≤ 2, it remains to consider the
case α1, α2 > 0. This will be done in the next section.
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2.5 Spheres with Positive Order Singularities

In this section we will assume (1.18) with K ∈ C∞(Σ), K > 0 and α1, . . . αm ≥ 0. The proof of
Theorem 1.6 is a rather simple consequence of Theorem A.

Proof of Theorem 1.6. By the results of section 2.3 we have

inf
H1(S2)

J8π ≤ −8π log max
S2

h. (2.41)

Remember that on S2 A(p) = 1−2 log(2)
4π . Let us consider

J1
8π(u) :=

1

2

∫
S2

|∇u|2dvg0 + 2

∫
S2

u dvg0 − 8π log

(
1

4π

∫
S2

eudvg0

)
.

By Theorem A we have J1
8π(u) ≥ 0 ∀ u ∈ H1(S2). The condition α1, . . . , αm > 0 guarantees

h ∈ C0(S2). Thus we have

Jh8π(u) ≥ 1

2

∫
S2

|∇u|2dvg0 + 2

∫
S2

u dvg0 − 8π log

(
1

4π
max

Σ
h

∫
S2

eudvg0

)
= (2.42)

= J1
8π(u)− 8π log max

S2
h ≥ −8π log max

S2
h.

Since eu > 0 on S2, equality can hold only if

h ≡ max
S2

h

which, by (1.18), is possible only if α1 = . . . = αm = 0 and K is constant. From (2.41), the
lower bound in (2.42) is sharp and the proof is concluded.

We will now discuss existence of solutions of (1.17) for ρ = 8π. Theorem 1.6 proves nonexistence
of energy-minimizing solutions. However, in contrast to Theorems 1.3 and 1.4 we will prove that
(1.17) (and thus (1.10)) has always a solution for K ≡ 1, and in many other cases.

Let us first focus on the case of two antipodal singular points p1 = −p2. Given any point
p ∈ S2 ⊂ R3 we consider the space

Hrad,p :=
{
u ∈ H1(S2) : ∃ ϕ : [−1, 1] −→ R measurable s.t. u(x) = v(x · p) for a.e. x ∈ S2

}
.

Lemma 2.9. Suppose m = 2, min{α1, α2} = α1 > 0 and p2 = −p1. If h is a positive function
satisfying (1.19), then the Moser-Trudinger functional Jhρ is bounded from below on Hrad,p1 for
any ρ ∈ (0, 8π(1 + α1)).

Proof. Let us consider
h̃(x) := e−4πα1(G(x,p1)+G(x,p2)).
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Since h = Ke−4πα1G(x,p1)−4πα2G(x,p2) ≤ h̃max
x∈S2

K(x)e4π(α1−α2)G(x,p2) it is sufficient to prove that

the functional

J̃ρ(u) := J h̃ρ (u) =
1

2

∫
S2

|∇u|2dvg0 +
ρ

4π

∫
S2

u dvg0 − ρ log

(
1

4π

∫
S2

h̃eudvg0

)
is bounded from below for any ρ < 8π(1+α1). Let us consider Euclidean coordinates (x1, x2, x3)
on S2 such that p1 = (0, 0,−1), p2 = (0, 0, 1), and let π be the stereographic projection from

the point p2. Given a function u ∈ H1(S2) we define v(|y|) := (u(π−1(y))), vα1(y) := v(|y|
1

1+α1 )
and uα1(x) := vα1(|π(x)|). Then we have∫

S2

|∇u|2dvg0 = 2π

∫ ∞
0

t|v′(t)|2dt = (1 + α1)

∫ +∞

0
s|v′α1

(s)|2ds = (1 + α1)

∫
S2

|∇uα1 |2dvg0 ,

(2.43)

and, using that sup
t>0

1 + t2(1+α1)

(1 + t2)1+α1
< +∞,

∫
S2

h̃eudvg0 = 8π

∫ +∞

0
e2α1

t2α1+1ev(t)

(1 + t2)2(1+α1)
dt ≤ cα1

∫ +∞

0

t2α1+1evα1 (t1+α1 )

(1 + t2(1+α1))2
dt =

= 4c̃α1

∫ +∞

0

sevα1 (s)

(1 + s2)2
= c̃α1

∫
S2

evα1dvg0 . (2.44)

Finally, ∀ ε > 0, t ∈ R+

|v(t)− vα1(t)| ≤

∣∣∣∣∣∣
∫ t

1
1+α1

t
|v′(s)|ds

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∫ t

1
1+α1

t
s|v′(s)|2ds

∣∣∣∣∣∣
1
2 ∣∣∣∣ α1

1 + α1
log t

∣∣∣∣ ≤
≤ ε

4π
‖∇u‖22 + cε,α1 | log t|

from which ∣∣∣∣∫
S2

u dvg0 −
∫

Σ
uα1 dvg0

∣∣∣∣ ≤ 8π

∫ +∞

0

|v(t)− vα1(t)|
(1 + t2)2

≤ ε‖∇u‖22 + Cε,α1 . (2.45)

(2.43), (2.44), (2.45) and the Moser-Trudinger inequality (1.22) imply

J̃ρ(u) ≥ (1+α1)

(
1

2
− ρ ε

)∫
S2

|∇uα1 |2dvg0 +ρ

∫
S2

uα1dvg0−ρ log

(
1

4π

∫
S2

euα1dvg0

)
−Cε,α1,ρ =

= (1+α1)

((
1

2
− ρ ε

)∫
S2

|∇uα1 |2dvg0 −
ρ

1 + α1
log

(
1

4π

∫
S2

euα1−uα1dvg0

))
−Cε,α1,ρ ≥ −C̃ε,α1,ρ

if ρ < 8π(1 + α1) and ε is sufficiently small.
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Remark 2.5. Arguing as in sections 2.2, 2.3, 2.4, it is possible to describe the behavior of
sequences of minimum points of Jhρ in H1

rad,p1
(S2) as ρ↗ 8π(1+α1) to prove that also Jh8π(1+α1)

is bounded from below. Moreover if K ≡ 1 and α1 = α2 = α then we have

log

(
1

4π

∫
S2

heu−udvg0

)
≤ 1

16π(1 + α)

∫
S2

|∇u|2dvg0 + α− log(1 + α) ∀ u ∈ Hrad,p1(S2),

with equality holding for

u ◦ π−1(y) = 2 log

(
(1 + |y|2)1+α

1 + eλ|y|2(1+α)

)
+ c,

where λ, c ∈ R and π is the stereographic projection from p1.

Proof of Theorem 1.7. By Lemma 2.9, ∀ ρ < 8π(1 + α1) ∃ δρ, Cρ > 0 such that

Jhρ (u) ≥ δ
∫
S2

|∇u|2dvg0 − Cρ

∀ u ∈ Hrad,p1 . Thus Jhρ is coercive on the space{
u ∈ Hrad,p1 ,

∫
Σ
u dvg0 = 0

}
,

and by direct methods we can find a minimum point of Jhρ in H1
rad,p. Since h ∈ H1

rad,p1
, by Palais’

criticality principle (see Remark 11.4 in [3]), this minimum point is a solution of (1.17).

As a consequence of Theorems 1.6 and 1.7 we obtain a multiplicity result for equation (1.17).
Indeed we can observe that if ρ < 8π is sufficiently close to 8π, one has

min
u∈H1(S2)

Jhρ < min
u∈Hrad,p1

Jhρ .

Corollary 2.1. Suppose h satisfies the hypotheses of Theorem 1.7. There exists ε0 > 0 such
that ∀ ρ ∈ (8π − ε0, 8π), equation (1.17) has at least two solutions u, v such that u ∈ Hrad,p1

and v ∈ H1(S2)\Hrad,p1.

Proof. For any ρ < 8π let us take two functions uρ ∈ H1(S2), vρ ∈ Hrad,p1 , such that

Jhρ (uρ) = min
H1(S2)

Jhρ , Jhρ (vρ) = min
Hrad,p1 (S2)

Jhρ (u) and

∫
Σ
uρdvg0 =

∫
Σ
vρdvg0 = 0.

We claim that, for ε sufficiently small and ρ ∈ (8π−ε, 8π), uρ /∈ Hrad,p1 and in particular uρ 6= vρ.
Assume by contradiction that there exists a sequence ρn ↗ 8π for which uρn =∈ Hrad,p1 . Then,
applying Lemma 2.9 as in the proof Theorem 1.7, we would have

Jhρm(uρm) ≥ δ
∫
S2

|∇uρn |2dvg0 − C

for some δ, C > 0. Therefore ‖∇uρn‖2 would be uniformly bounded and, up to subsequences,
uρn ⇀ u in H1(S2) with Jh8π(u) = infH1(S2) J

h
8π. This is not possible because we know by

Theorem 1.6 that Jh8π has no minimum point.
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Now we will discuss some sufficient conditions for the existence of solutions of (1.17), without
symmetry assumptions on h. Let H0, Γ(α1, . . . , αm), Tρ and dρ be defined as in (1.12), (1.24),
(1.25) and (1.26). By Theorem 1.2, if un ∈ H0 is a sequence of solutions of (1.17) with ρ = ρn
uniformly bounded we have, up to subsequences, either

(i) |un| ≤ C with C depending only on α1, . . . , αm, maxΣK, minΣK and ρ.

or

(ii) un blows-up in a finite number of points, that is

ρnhe
un∫

Σ he
undvg

⇀ 8π

k∑
i=1

(1 + α(qi))δqi

with q1, . . . , qk ∈ Σ.

Case (ii) is possible only if ρ ∈ Γ(α1, . . . , αm). As we pointed out in the Introduction, a direct
consequence is that the Leray Schauder degree dρ is well defined and is constant on every
connected component of (0,+∞)\Γ(α1, . . . , αm). From Chen and Lin’s formula (1.29) for dρ we
deduce existence of solutions for any ρ ∈ (0, 8π(1 + α1))\8πN.

Lemma 2.10. Suppose that h satisfies (1.18) with K ∈ C∞+ (S2), m ≥ 2 and 0 < α1 ≤ . . . ≤ αm.
Then equation (1.17) has a solution ∀ ρ ∈ (0, 8π(1 + α1))\8πN.

Proof. Let g(x) be the generating function in (1.27). If m ≥ 2, then the first negative coefficient
appearing in the expansion

g(x) = (1 + x+ x2 + x3 . . .)m−2
m∏
i=1

(1− x1+αi) = 1 +
∞∑
j=1

bjx
nj

is the coefficient of x1+α1 , i.e.

g(x) =

∞∑
j=0

bjx
nj

with b0 = 1 and bj ≥ 0 for any j ≥ 1 such that nj < 1 + α1. From (1.29) it follows that dρ ≥ 1
for ρ ∈ (0, 8π(1 + α1))\8πN.

Remark 2.6. Lemma 2.10 only holds for m ≥ 2. Indeed for m = 1 and K ≡ 1, Remark 2.2
states that (1.17) has no solutions for ρ ∈ [8π, 8π(1+α1)]. Also, for m = 2 the bound 8π(1+α1)
is sharp by Remark 2.3.

Remark 2.7. A different proof of Lemma 2.10 was given in [7] by Bartolucci and Malchiodi
using topological methods.

By Theorem 1.2, if ρn −→ 8kπ with k < 1 + α1, then any blowing-up sequence of solutions of
(1.17) must concentrate around exactly k points q1, . . . , qk ∈ Σ\{p1, . . . , pm}. A more precise
description of the blow-up set is given in [26] (see also [28], [29]):
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Proposition 2.5 ([26], [28]). Let un be a sequence of solutions of (1.17) with ρ = ρn −→ 8πk
and k < 1 + α1. If alternative (ii) of Theorem 1.2 holds, then un has exactly k blow-up points
q1, . . . , qk ∈ Σ\{p1, . . . , pm} and (q1, . . . , qk) is a critical point of the function

fh(x1, . . . , xk) :=
k∑
j=1

log h(xj) +
∑
l 6=j

G(xl, xj)


on the set

{(x1, . . . , xk) ∈ (S2)k : xi 6= xj for i 6= j}.

Moreover we have

ρn − 8kπ =

k∑
j=1

h(qj,n)−1 (∆g0 log h(qj,n) + 2(k − 1))
λj,n

eλj ,n
+O(e−λj,n)

where qj,n are the local maxima of un near qj and λj,n = un(qj,n).

Proof of Theorems 1.8 and 1.9. Take a sequence ρn ↘ 8kπ and a solution un ∈ H0 of (1.17) for
ρ = ρn. By Theorem 1.2, Proposition 2.5 and standard elliptic estimates, either un is uniformly
bounded in W 2,q(S2) for any q ≥ 1 or un blows-up at (q1, . . . , qk) ∈ Σ\{p1, . . . , pm}. In the
former case we have un −→ u in H1(S2) and u satisfies (1.17) with ρ = 8πk. The latter case
can be excluded using (1.32), (1.33). Indeed we have

∆g0 log h(qj) + 2(k − 1) = ∆g0 logK −
m∑
i=1

αi + 2(k − 1) < 0

for any j. Denoting qn,j the maximum point of un near qj and λj,n = un(qj,n), by Proposition
2.5 we get

ρn − 8πk =

k∑
j=1

h(qj,n)−1 (∆g0 log h(qj,n) + 2(k − 1))
λj,n

eλj ,n
+O(e−λj,n) =

=
k∑
j=1

h(qj)
−1 (∆g0 log h(qj) + 2(k − 1))λj,ne

−λj ,n + o(λj,ne
−λj,n) < 0

which contradicts ρn ↘ 8kπ.

In order to prove Theorems 1.10, 1.11 we need to compute the Leray-Schauder degree for ρ = 8π.

Lemma 2.11. Let h be a function satisfying (1.18) with K ∈ C∞+ (Σ) and α1, . . . , αm > 0. If
∆g0h(q) 6= 0 for any q ∈ Σ\{p1, . . . , pm} critical point of h, then d8π is well defined.
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Proof. It is sufficient to prove that the set of solutions of (1.17) in H0 with ρ = 8π is a bounded
subset of H0. Assume by contradiction that there exists un ∈ H0 solution of (1.17) for ρ = 8π
such that ‖un‖H0 −→ +∞. By Theorem 1.2 and Proposition 2.5, there exists q ∈ Σ\{p1, . . . , pm}
such that un ⇀ 8πδq, ∇h(q) = 0 and

0 = h(qn)−1∆g0 log h(qn)λne
−λn +O(e−λn) = h(q)−2∆g0h(q)λne

−λn + o(λne
−λn)

where λn := maxΣ un and un(qn) = λn. Since ∆g0h(q) 6= 0 this is not possible.

Under nondegeneracy assumptions, Chen and Lin proved that for any critical q point of h there
exists a blowing-up sequence of solutions which concentrates at q. Moreover they were able to
compute the total contribution to the Leray-Schauder degree of all the solutions concentrating
at q.

Proposition 2.6 (see [27], [29]). Assume that h is a Morse function on Σ\{p1, . . . , pm}. Given
a critical point q ∈ Σ\{p1, . . . , pm} of h, the total contribution to d8π of all the solutions of
(1.17) concentrating at q is equal to sgn(ρ− 8π)(−1)indp, where indp is the Morse index of p as
critical point of h.

Proof of Theorems 1.10, 1.11. Let us denote

Λ− = {q ∈ Σ\{p1, . . . , pm} : ∇h(q) = 0, ∆g0h(q) < 0} ,

Λ+ = {q ∈ Σ\{p1, . . . , pm} : ∇h(q) = 0, ∆g0h(q) > 0} .

By Proposition 2.6 we have

d8π = 1−
∑
q∈Λ−

(−1)indq = d+
∑
q∈Λ+

(−1)indq ,

where d is the Leray-Schauder degree for ρ ∈ (8π, 8π + ε). Clearly Λ− contains only the local
maxima of h and the saddle points of h in which ∆g0h < 0, thus

d8π = 1− r + s.

Therefore we get existence of solutions if r 6= s+ 1. Similarly we have

d8π = d− s′ + r′

and we get solutions if s′ 6= r′ + d. d can be computed using 1.29. If m ≥ 2,

g(x) = 1 + x+ ·... =⇒ d = 2.

If m = 1 we have
g(x) := 1− x− x1+α + x2(1+α) =⇒ d = 0.

If m = 0, then
g(x) = 1− 2x+ x2 =⇒ d = −1.

This concludes the proof.
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Chapter 3

Extremal Functions for Singular
Moser Trudinger Embeddings

Most of the results in literature concerning existence of extremal functions for the Moser-
Trudinger inequalities (1.3), (1.6), (1.41) rely deeply on the original estimates proved by Carleson
and Chang in [20] for the unit disk. The main ingredient in the proof of these estimates (and of
(1.35)) is the following inequality (cfr. Lemma 1 in [20]):

Proposition 3.1. ∀ δ, τ > 0 c ∈ R and α ∈ (−1, 0] we have∫
Dδ

ecudx ≤ πe1+ c2τ
16π δ2

∀ u ∈ H1
0 (Dδ) radially symmetric and such that

∫
Dδ
|∇u|2dx ≤ τ .

Here, and in the rest of the Chapter, Dδ :=
{
x ∈ R2 : |x| ≤ δ

}
and D := D1. Moreover

∀ x0 ∈ R2, Dδ(x0) := {x ∈ R2 : x− x0 ∈ Dδ} will denote the disk of radius δ centered at x.

Proposition 3.1 is a different way of writing the Onofri inequality for the unit disk:

log

(
1

π

∫
D
eudx

)
≤ 1

16π

∫
Σ
|∇u|2dx+ 1. (3.1)

Using ODE techniques, Carleson and Chang gave a direct proof of (3.1), but it can also be
deduced from Theorem A.

Onofri-type inequalities can thus be used to control blow-up phenomena for the nonlinearity
e4πu2

. In this Chapter we will use this technique in the presence of singularities. Starting form
Theorem 1.5, in Section 3.1 we will prove Theorem 1.13 which is a singular version of (3.1).
Then, in section 3.2, we will be able to reproduce, in a simplified version, the argument in [20]
and prove Theorem 1.12. As a consequence we obtain existence of extremal functions for (1.38).

The rest of the Chapter is devoted to the proof of Theorem 1.14. We will take a smooth
compact surface (Σ, g) and study uniform bounds and existence of extremals for the functional
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(1.43) on the space (1.5). Differently from the previous section, where the change of variable
(1.48) suggested to consider singular weight satisfying (1.18), here we will just assume (1.19).
More precisely we will assume that any point p ∈ Σ has a neighborhood Ωp ⊆ Σ such that

h

d( · , pi)2αi
∈ C0

+(Ωp) :=
{
f ∈ C0(Ωp) : f > 0

}
for i = 1, . . . ,m. (3.2)

In section 3.3 we will introduce some notations and prove the subcritical case of Theorem 1.14.
The critical functional will be studied in sections 3.4, 3.5. Similarly to what we have seen for
Liouville equations a sequence of subcritical extremals for (1.43) on the space H can either
be compact or concentrate at a point p ∈ Σ. We stress that this concentration-compactness
alternative is strictly related to the condition ‖∇u‖2 ≤ 1. Indeed if we only assume ‖∇u‖2 ≤ C, a
general concentration-compactness theory for critical points of (1.43) has not yet been developed.
In section 3.4 we will prove an upper bound for concentrating maximizing sequences similar to
(1.36). Lower bounds on supHE

λ,β,q
Σ,h will be studied in section 3.5, where we complete the proof

of Theorem 1.14.

3.1 Onofri-type Inequalities for Disks.

Let us fix Euclidean coordinates (x1, x2, x3) on S2 ⊆ R3 and denote N := (0, 0, 1) and S =
(0, 0,−1) the north and the south pole. Let us consider the stereographic projection π :
S2\{N} −→ R2

π(x) :=

(
x1

1− x3
,

x2

1− x3

)
,

and the Green’s functions

GN (x) = − 1

4π
log(1− x3)− 1

4π
log

e

2

GS(x) = − 1

4π
log(1 + x3)− 1

4π
log

e

2
It is well known that π is a conformal diffeomorphism and(

π−1
)∗
g0 = eu0 |dx|2 (3.3)

where

u0 = log

(
4

(1 + |x|2)2

)
(3.4)

satisfies
−∆u0 = 2eu0 on R2. (3.5)

Proof of Theorem 1.13. We want to apply Theorem 1.5 with p1 = N , p2 = S. Given r > 0, we
consider the set S2

r = π−1(Dr) and the map Tr : H1
0 (Dr) −→ H1(S2) defined by

Tru(x) :=

{
u(π(x))− (1 + α)u0(π(x)) on S2

r

2(1 + α) log(1+r2

2 ) on S2\S2
r .
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Using (3.3) and h(π−1(y)) =
(
e
2

)2α |y|2αeαu0 we find∫
S2

heTrudvg0 ≥
∫
S2
r

heTrudvg0 =

∫
Dr

h(π−1(y))eTru(π−1(y))eu0dy =

=
(e

2

)2α
∫
Dr

|y|2αeu(y)dy. (3.6)

Moreover, by (3.5),∫
S2
r

|∇Tru|2dvg0 =

∫
Dr

|∇u|2dx− 2(1 + α)

∫
Dr

∇u0 · ∇u dy + (1 + α)2

∫
Dr

|∇u0|2dy =

=

∫
Dr

|∇u|2dy − 4(1 + α)

∫
Dr

ueu0dy + (1 + α)2

∫
Dr

|∇u0|2dy =

=

∫
Dr

|∇u|2dy − 4(1 + α)

∫
S2
r

Tru dvg0 + (1 + α)2

(∫
Dr

|∇u0|2dy − 4

∫
Dr

u0e
u0dy

)
.

A direct computation shows∫
Dr

|∇u0|2dy = 16π

(
log(1 + r2)− r2

1 + r2

)
and ∫

Dr

u0e
u0dy = 8π log 2− 8π + or(1),

where or(1) −→ 0 as r → +∞. Moreover∫
S2\Sr

Tru dvg0 = o(1),

thus we get ∫
S2

|∇Tru|2dvg0 + 4(1 + α)

∫
S2

Tru dvg0 =

=

∫
Dr

|∇u|2dy + 16π(1 + α)2
(
log(1 + r2) + 1− 2 log 2 + or(1)

)
. (3.7)

Using (3.6), (3.7) and Theorem 1.5 we can so conclude

log

(
1

π

∫
Dr

|y|2αeudy
)
≤ log

(
1

π

∫
S2

heTrudvg0

)
+ 2α log 2− 2α ≤

≤ 1

16π(1 + α)

(∫
S2

|∇Tru|2dvg0 + 2(1 + α)

∫
S2

Tru dvg0

)
+ 2(1 + α) log 2− α− log(1 + α) ≤

≤ 1

16π(1 + α)

∫
Dr

|∇u|2dy + (1 + α) log(1 + r2) + 1− log(1 + α) + or(1). (3.8)
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Now, if u ∈ H1
0 (D), we can apply (3.8) to ur(y) = u(yr ). Since∫

D
|x|2αeudx =

1

r2(1+α)

∫
Dr

|y|2αeur(y)dy and

∫
D
|∇u|2dx =

∫
Dr

|∇ur|2dy,

we find

log

(
1

π

∫
D
|x|2αeudx

)
≤ 1

16π(1 + α)

∫
D
|∇u|2dx+ 1− log(1 + α) + or(1).

As r →∞ we get the conclusion.

Since ∫
D
|x|2αdx =

π

1 + α
,

Theorem 1.13 can be written in a simpler form in terms of the singular metric gα = |x|2α|dx|2.

Corollary 3.1. For any u ∈ H1
0 (D) and α ≤ 0, we have

log

(
1

|D|α

∫
D
eudvgα

)
≤ 1

16π(1 + α)

∫
D
|∇u|2dvgα + 1

where |D|α = π
(1+α) is the measure of D with respect to gα.

We stress that the constant 1 appearing in Theorem 1.13 is sharp.

Proposition 3.2. ∀ α ∈ (−1, 0]

inf
u∈H1

0 (D)

1

16π(1 + α)

∫
D
|∇u|2dx− log

(
1

|D|α

∫
D
|x|2αeudx

)
= −1.

Proof. Let us denote Jα(u) := 1
16π(1+α)

∫
D |∇u|

2dx− log
(

1
|D|α

∫
D |x|

2αeudvg

)
. It is sufficient to

exhibit a family of functions uε ∈ H1
0 (D) such that Jα(uε)

ε→0−→ −1. Take γε
ε→0−→ +∞ such that

εγε
ε→0−→ 0, and define

uε(x) =

 −2 log

(
1 +

(
|x|
ε

)2(1+α)
)

+ Lε for |x| ≤ γεε

−4(1 + α) log |x| for γεε ≤ |x| ≤ 1

where Lε := 2 log

(
1 + γ1+α

ε

γ1+α
ε

)
−4(1+α) log ε is chosen so that uε ∈ H1

0 (D). Simple computations

show that

1

16π(1 + α)

∫
D
|∇uε|2dx = log

(
1 + γ

2(1+a)
ε

γ
2(1+a)
ε

)
− 1 +

1

1 + γ
2(1+α)
ε

− 2(1 + α) log ε
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= −1− 2(1 + α) log ε+ oε(1)

and∫
D
|x|2αeuεdx =

ε2(1+α)γ
2(1+α)
ε eLεπ

(1 + α)(1 + γ
2(1+α)
ε )

+
π

1 + α

(
1

(γεε)2(1+α)
− 1

)
=
πε−2(1+α)

1 + α
(1 + oε(1)).

as ε→ 0. Thus
Jα(uε) −→ −1.

In order prove to Theorem 1.12, in the next section we will need to apply Theorem 1.13 on
arbitrarily small disks to functions with a precise Dirichlet energy. Thus it will be convenient
to use the following formulation of Theorem 1.13 (cfr Proposition 3.1).

Corollary 3.2. ∀ δ, τ > 0 c ∈ R and α ∈ (−1, 0] we have∫
Dδ

|x|2αeudx ≤ π

1 + α
e

1+ c2τ
16π(1+α) δ2(1+α)

∀ u ∈ H1
0 (Dδ) such that

∫
Dδ
|∇u|2dvg ≤ τ .

We conclude this section with a Remark concerning the case α > 0. If h = e−4πα(GN+GS), with
α > 0 then by Theorem 1.6 one has

log

(∫
S2

heu−udvg0

)
≤ 1

16π

∫
S2

|∇u|2dvg0 + 2α log
(e

2

)
(3.9)

where the constants 1
16π and 2α log

(
e
2

)
are sharp. This inequality is not conformally invariant,

thus it does not give a sharp inequality for the unit disk. However, by Lemma 2.9 and Remark 2.5,
if we only consider functions that are axially symmetric with respect to the direction identified
by p1, p2, (3.9) can be improved to

log

(∫
S2

heu−udvg0

)
≤ 1

16π(1 + α)

∫
S2

|∇u|2dvg0 + α− log(1 + α).

Therefore, arguing as before, we recover Theorem 1.12 in the class of radially symmetric functions
on D:

Proposition 3.3. If α > 0, then we have

log

(
1 + α

π

∫
D
|x|2αeudx

)
≤ 1

16π(1 + α)

∫
D
|∇u|2dvg + 1

for any radially symmetric function u ∈ H1
0 (D).
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3.2 A Carleson-Chang Type Estimate.

In this section we will use Corollary 3.2 to prove Theorem 1.12. We will consider the space

H :=

{
u ∈ H1

0 (D) :

∫
D
|∇u|2dx ≤ 1

}
and, ∀ α ∈ (−1, 0], the functional

Eα(u) :=

∫
D
|x|2αe4π(1+α)u2

ndx.

By (1.38) we have supH Eα < +∞. As in the previous section, for any δ > 0, Dδ will denote
the disk with radius δ. With a trivial change of variables, one immediately gets:

Lemma 3.1. If δ > 0 and u ∈ H1
0 (Dδ) are such that

∫
Dδ
|∇un|2dx ≤ 1, then∫

Dδ

|x|2αe4π(1+α)u2
dx ≤ δ2(1+α) sup

H
Eα.

As in the original proof in [20], we will start by proving Theorem 1.12 for radially symmetric
functions. For this reason we introduce the space

Hrad := {u ∈ H : u is radially symmetric and decreasing}.

Functions in Hrad satisfy the following useful decay estimate.

Lemma 3.2. If u ∈ Hrad, then

u(x)2 ≤ − 1

2π

(
1−

∫
D|x|

|∇u|2dy

)
log |x| ∀ x ∈ D\{0}.

Proof.

|u(x)| ≤
∫ 1

|x|
|u′(t)|dt ≤

(∫ 1

|x|
tu′(t)2dt

) 1
2

(− log |x|)
1
2 ≤ 1√

2π

(∫
D\D|x|

|∇u|2dy

) 1
2

(− log |x|)
1
2 ≤

≤ 1√
2π

(
1−

∫
D|x|

|∇u|2dy

) 1
2

(− log |x|)
1
2 .

On a sufficiently small scale, it is possible to control Eα using only Corollary 3.2 and Lemmas
3.1, 3.2.



3.2. A Carleson-Chang Type Estimate. 54

Lemma 3.3. Assume α ∈ (−1, 0]. If un ∈ Hrad and δn −→ 0 satisfy∫
Dδn

|∇un|2dx −→ 0, (3.10)

then

lim sup
n→∞

∫
Dδn

|x|2αe4π(1+α)u2
ndx ≤ πe

1 + α
.

Proof. Take vn := un − un(δn) ∈ H1
0 (Dδn) and set τn :=

∫
Dδn
|∇un|2dx.

If τn = 0, then un ≡ un(δn) in Dδn and, using Lemma 3.2, we find∫
Dδn

|x|2αe4π(1+α)u2
ndx =

π

1 + α
δ2(1+α)
n e4π(1+α)un(δn)2 ≤ π

1 + α
≤ πe

1 + α
.

Thus we can assume τn > 0. By Holder’s inequality and Lemma 3.1 we have∫
Dδn

|x|2αe4π(1+α)u2
ndx = e4π(1+α)un(δn)2

∫
Dδn

|x|2αe4π(1+α)v2
n+8π(1+α)un(δn)vndx ≤

≤ e4π(1+α)un(δn)2

(∫
Dδn

|x|2αe4π(1+α)
v2
n
τn dx

)τn (∫
Dδn

|x|2αe
8π(1+α)un(δn)vn

1−τn dx

)1−τn

≤

≤ e4π(1+α)un(δn)2

(
δ2(1+α)
n sup

H
Eα

)τn (∫
Dδn

|x|2αe
8π(1+α)un(δn)vn

1−τn dx

)1−τn

. (3.11)

Applying Corollary 3.2 with τ = τn, δ = δn and c = 8π(1+α)un(δn)
1−τn we find

∫
Dδn

|x|2αe
4π(1+α)un(δn)2vn

1−τn dx ≤ δ2(1+α)
n

πe
1+

4π(1+α)un(δn)2

(1−τn)2
τn

1 + α

thus from (3.11)∫
Dδn

|x|2αe4π(1+α)u2
ndx ≤ δ2(1+α)

n

(
sup
H
E

)τn ( πe

1 + α

)1−τn
e

4π(1+α)u2
n(δn)+

4π(1+α)un(δn)2τn
(1−τn) =

= δ2(1+α)
n

(
sup
H
Eα

)τn ( πe

1 + α

)1−τn
e

4π(1+α)un(δ)2

1−τn .

Lemma 3.2 yields

δ2(1+α)
n e4π(1+α)

un(δn)2

1−τn ≤ 1,

therefore ∫
Dδn

|x|2αe4π(1+α)u2
ndx ≤

(
sup
H
Eα

)τn ( πe

1 + α

)1−τn
.

Since τn −→ 0, we obtain the conclusion by taking the lim sup as n→∞ on both sides.
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In order to prove Theorem 1.12 for Hrad it is sufficient to show that, if un ⇀ 0, there exists a
sequence δn satisfying the hypotheses of Lemma 3.3 and such that∫

Dδn

|x|2α
(
e4π(1+α)u2

n − 1
)
dx −→ 0. (3.12)

Note that, by the dominated convergence Theorem, (3.12) holds if there exists f ∈ L1(D) such
that

|x|2αe4π(1+α)u2
n ≤ f (3.13)

in D\Dδn . In the next Lemma we will chose a function f ∈ L1(D) with critical growth near 0
(i.e. f(x) ≈ 1

|x|2 log2 |x|) and define δn so that (3.13) is satisfied.

Lemma 3.4. Assume α ∈ (−1, 0]. Take un ∈ Hrad such that

sup
D\Dr

un −→ 0 ∀ r ∈ (0, 1). (3.14)

Then there exists a sequence δn ∈ (0, 1) such that

1. δn −→ 0.

2. τn :=
∫
Dδn
|∇un|2dx −→ 0.

3.
∫
D\Dδn

|x|2αe4π(1+α)u2
ndx −→ π

1+α .

Proof. Let r0 be the smallest value in (0, 1) such that 1

r
2(1+α)
0 log2 r0

= e2. Observe that r0

exists since min
t∈(0,1)

1

t2(1+α) log2 t
= e2(1 + α)2 ≤ e2 and lim

t→0

1

t2(1+α) log2 t
= +∞. We consider the

function

f(x) :=

{ 1
|x|2 log2 |x| |x| ≤ r0

e2|x|2α |x| ∈ (r0, 1].
(3.15)

Note that f ∈ L1(D) and
inf
x∈D
|x|−2αf(x) = e2. (3.16)

Let us fix γn ∈ (0, 1
n) such that

∫
Dγn
|∇un|2dx ≤ 1

n . We define

δ̃n := inf
{
r ∈ (0, 1) : |x|2αe4π(1+α)u2

n(x) ≤ f(x) for r ≤ |x| ≤ 1
}
∈ [0, 1),

and

δn :=

{
δ̃n if δ̃n > 0

γn if δ̃n = 0.

By definition we have
|x|2αe4π(1+α)u2

n ≤ f(x) in D\Dδn ,
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thus 3 follows by the dominated convergence Theorem. To conclude the proof it suffices to show
that if nk ↗ +∞ is chosen so that δnk = δ̃nk ∀ k, then

lim
k→∞

δnk = lim
k→∞

τnk = 0. (3.17)

For such nk one has
δ2α
nk
e4π(1+α)unk (δnk )2

= f(δnk), (3.18)

in particular using (3.16) we obtain

e4π(1+α)unk (δnk )2
= δ−2α

nk
f(δnk) ≥ e2 > 1

which, by (3.14), yields δnk
k→∞−→ 0. Finally, Lemma 3.2 and (3.18) imply

1 ≥ δ2(1+α)(1−τnk )
nk e4π(1+α)unk (δnk )2

=
δ
−2(1+α)τnk
nk

log2 δnk

so that τnk
k→∞−→ 0 (otherwise the limit of the RHS would be +∞).

Combining Lemma 3.3 with Lemma 3.4 we immediately get Theorem 1.12 for radially symmetric
functions:

Proposition 3.4. If u ∈ Hrad and

sup
D\Dr

un −→ 0 ∀ r ∈ (0, 1),

then

lim sup
n→∞

Eα(un) ≤ π(1 + e)

1 + α
.

Proof. Let δn ∈ (0, 1) be as in Lemma 3.4. Then,∫
D\Dδn

|x|2αe4π(1+α)u2
ndx −→ π

1 + α

and by Lemma 3.3

lim sup
n→∞

∫
Dδn

|x|2αe4π(1+α)u2
ndx ≤ πe

1 + α
.

To pass from Proposition 3.4 to Theorem 1.12 we will use rearrangements. We recall that given
a measurable function u : R2 −→ [0,+∞), the symmetric decreasing rearrangement of u is the
unique right-continuous radially symmetric and decreasing function u∗ : R2 −→ [0,+∞) such
that

|{u > t}| = |{u∗ > t}| ∀ t > 0.

Among the properties of u∗ we recall that
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1. If u ∈ Lp(R2), then u∗ ∈ Lp(R2) and ‖u∗‖p = ‖u‖p.

2. If u ∈ H1
0 (D), then u∗ ∈ H1

0 (D) and
∫
D |∇u

∗|2dx ≤
∫
D |∇u|

2dx. In particular if u ∈ H,
then u∗ ∈ Hrad.

3. If u, v : R2 −→ [0,+∞), then∫
R2

u∗(x)v∗(x)dx ≥
∫
R2

u(x)v(x)dx.

In particular if u ∈ H and α ≤ 0,

Eα(u∗) ≥ Eα(u). (3.19)

Note that the last property does not hold if α > 0. We refer the reader to [49] for a more
detailed introduction to symmetric rearrangements.

Proof of Theorem 1.12. Take un ∈ H such that un ⇀ 0 and let u∗n be the symmetric decreasing
rearrangement of un. Then u∗n ∈ Hrad and, since ‖u∗n‖2 = ‖un‖2 −→ 0, we have supD\Dr u

∗
n −→ 0

∀ r > 0. Thus from (3.19) and Proposition 3.4 we get

lim sup
n→∞

Eα(un) ≤ lim sup
n→∞

Eα(u∗n) ≤ π(1 + e)

1 + α
.

In the next section we will need the following local version of Theorem 1.12.

Corollary 3.3. Fix δ > 0, and take un ∈ H1
0 (Dδ) such that

∫
Dδ
|∇un|2dx ≤ 1 and un ⇀ 0 in

H1
0 (Dδ). For any choice of sequences δn → 0, xn ∈ Ω such that Dδn(xn) ⊂ Dδ we have

lim sup
n→∞

∫
Dδn (xn)

|x|2αe4π(1+α)u2
ndvg ≤

πe

1 + α
δ2(1+α).

Proof. Let us consider ũn(x) := un(δx). Note that ũn ∈ H and satisfies the hypotheses of
Theorem 1.12, hence

lim sup
n→∞

∫
Dδ

|x|2α(e4πu2
n − 1)dx = δ2(1+α) lim sup

n→∞

∫
D
|x|2α(e4πũ2

n − 1)dx ≤ δ2(1+α) πe

1 + α
.

Thus we get

lim sup
n→∞

∫
Dδn (xn)

|x|2αe4π(1+α)u2
ndx = lim sup

n→∞

∫
Dδn (xn)

|x|2α
(
e4π(1+α)u2

n − 1
)
dx ≤

≤
∫
Dδ

|x|2α(e4πu2
n − 1)dx ≤ δ2(1+α) πe

1 + α
.
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We conclude this section with a proof of the existence of extremals for Eα, α ∈ (−1, 0].

Proposition 3.5.

sup
H
Eα >

π(1 + e)

1 + α
.

Proof. Let us consider the family of functions

uε(x) =


cε −

log

(
1+
(
|x|
ε

)2(1+α)
)

+Lε

4π(1 + α)cε
|x| ≤ γεε

− 1

2πcε
log |x| γεε ≤ |x| ≤ 1.

where γε = | log ε|
1

1+α and cε, Lε will be chosen later. In order to have uε ∈ H1
0 (D) we require

4π(1 + α)c2
ε − Lε = log

(
1 + γ

2(1+α)
ε

γ
2(1+α)
ε

)
− 2(1 + α) log ε (3.20)

By direct computations∫
Dγεε

|∇uε|2dx =
1

4π(1 + α)c2
ε

(
log(1 + γ2(1+α)

ε )− γ
2(1+α)
ε

1 + γ21+α
ε

)

and ∫
D\Dγεε

|∇uε|2dx = − 1

2πc2
ε

log(εγε),

so that∫
D
|∇uε|2dx =

1

4π(1 + α)c2
ε

(
log

(
1 + γ2(1+α)

γ2(1+α)

)
− γ2(1+α)

1 + γ2(1+α)
− 2(1 + α) log ε

)
.

In particular uε ∈ H if we choose cε so that

4π(1 + α)c2
ε = log

(
1 + γ

2(1+α)
ε

γ
2(1+α)
ε

)
− γ

2(1+α)
ε

1 + γ
2(1+α)
ε

− 2(1 + α) log ε. (3.21)

From (3.20) and (3.21) we have

Lε = − γ
2(1+α)
ε

1 + γ
2(1+α)
ε

= −1 +O(γ−2(1+α)
ε ) (3.22)

and
2πc2

ε = | log ε|(1 + oε(1)). (3.23)
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To estimate Eα(uε) we observe first that in Dγεε

u2
ε = c2

ε

1−
log

(
1 +

(
|x|
ε

)2(1+α)
)

+ Lε

4π(1 + α)c2
ε


2

≥ c2
ε

1−
log

(
1 +

(
|x|
ε

)2(1+α)
)

+ Lε

2π(1 + α)c2
ε

 =

= c2
ε −

1

2π(1 + α)
log

(
1 +

(
|x|
ε

)2(1+α)
)
− Lε

2π(1 + α)
.

Thus, using also (3.20) and (3.22),∫
Dγεε

|x|2αe4π(1+α)u2
εdx ≥ πε2(1+α)

1 + α

γ
2(1+α)
ε

1 + γ
2(1+α)
ε

e4π(1+α)c2ε−2Lε =
πe−Lε

1 + α
=

=
πe

1 + α
+O(γ−2(1+α)

ε ).

Finally, since e4π(1+α)u2
ε ≥ 1 + 4π(1 + α)u2

ε and

(1 + α)

∫
D\Dγεε

|x|2α log2 |x|dx ≥ δ > 0,

using (3.23) we get∫
D\Dγεε

|x|2αe4π(1+α)u2
εdx ≥

∫
D\Dγεε

|x|2αdx+
(1 + α)

πc2
ε

∫
D\Dγεε

|x|2α log2 |x|dx ≥

≥ π

1 + α
+O((γεε)

2(1+α)) +
δ

πc2
ε

=

=
π

1 + α
+

2δ

| log ε|
(1 + oε(1)) +O((γεε)

2(1+α)).

Therefore

E(uε) ≥
π(1 + e)

1 + α
+

2δ

| log ε|
(1 + oε(1)) +O((γεε)

2(1+α)) +O(γ−2(1+α)
ε ).

Since γε = | log ε|
1

1+α one has

| log ε|(γεε)2(1+α) = | log ε|3ε2(1+α) = oε(1)

and
| log ε|γ−2(1+α)

ε = | log ε|−1 = oε(1)

so that, for sufficiently small ε,

E(uε) ≥
π(1 + e)

1 + α
+

2δ

| log ε|
(1 + oε(1)) >

π(1 + e)

1 + α
.
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Corollary 3.4. ∀ α ∈ (−1, 0] there exists a function uα ∈ H such that

Eα(uα) = sup
H
Eα.

Proof. Let un ∈ H be a maximizing sequence for Eα. Up to subsequences, we may assume
un ⇀ u. If u = 0, then by Theorem 1.12 we would have

sup
H
Eα = lim

n→∞
Eα(un) ≤ π(1 + e)

1 + α
,

which contradicts Proposition 3.5. Thus u 6= 0. Since

lim sup
n→∞

‖∇(un − u)‖22 = lim sup
n→∞

(
‖∇un‖22 + ‖∇u‖22 − 2

∫
D
∇un · ∇u dx

)
= 1− ‖∇u‖2 < γ < 1,

by (1.38) we find ∫
D
|x|2αe

4πs(1+α)
γ

(un−u)2

dx ≤ C

for some s > 1. If we take 1 < p < 1
γ , then

pu2
n = p(un − u)2 + pu2 + 2pu(un − u) ≤ 1

γ
(un − u)2 + Cγ,pu

2

so that ∫
D
|x|2αe4πp(1+α)u2

ndx ≤
∫
D
|x|2αe

4π(1+α)
γ

(un−u)2

eCγ,pu
2
dx ≤

≤
(∫

D
|x|2αe

4πs(1+α)
γ

(un−u)2

dx

) 1
s
(∫

D
|x|2αes′Cγ,εu2

dx

) 1
s′

≤ C.

Here we used eu
2 ∈ Lq(D) ∀ q ≥ 1 which was proved by Moser in [68] (see also Lemma 3.5).

Applying Vitali’s convergence Theorem to the measure |x|2αdx we find

Eα(un) −→ Eα(u),

which concludes the proof.

3.3 Subcritical Problems, Notations and Prelimiaries

Let (Σ, g) be a smooth, closed Riemannian surface. In this section, and in the rest of the
Chapter, we will fix p1, . . . , pm ∈ Σ and consider a positive function h ∈ C0(Σ\{p1, . . . , pm})
satisfying (3.2). Clearly condition (3.2) implies that the limit

K(p) := lim
q→p

h(q)

d(q, p)2α(p)
(3.24)
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exists and is strictly positive for any p ∈ Σ. Here α(p) is the singularity index (2.1) and d is
the Riemannian distance on Σ. We will study the functionals (1.43) on the space (1.5). Let us
consider the critical exponent

β := 4π(1 + α)

where

α := min

{
0, min

1≤i≤m
αi

}
.

Given s ≥ 1, the symbols ‖ · ‖s, Ls(Σ) will denote the standard Ls−norm and Ls−space on Σ
with respect to the metric g. Since in many computations we will deal with the singular metric
gh = hg, we will also consider

‖u‖s,h :=

∫
Σ
|u|sdvgh =

∫
Σ
h |u|sdvg

and
Ls(Σ, gh) := {u : Σ −→ R Borel-measurable, ‖u‖s,h < +∞}.

In this section we will prove the existence of an extremal function for Eβ,λ,qΣ,h for the subcritical

case β < β. We begin by stating some well known but useful Lemmas:

Lemma 3.5. If u ∈ H1(Σ) then eu
2 ∈ Ls(Σ) ∩ Ls(Σ, gh), ∀ s ≥ 1.

Proof. Clearly since h ∈ Lr(Σ) for some r > 1, it is sufficient to prove that eu
2 ∈ Ls(Σ), ∀ s ≥ 1.

Moreover, since
esu

2
= es(u−u)2+2s(u−u)u+u2 ≤ e2s(u−u)2

e2su2
,

without loss of generality we can assume u = 0. Take ε > 0 such that 2sε ≤ 4π and a function
v ∈ C1(Σ) satisfying ‖∇g(v − u)‖22 ≤ ε and v = 0. By (1.6), we have

‖e2s(u−v)2‖1 + ‖e2sε u2

‖∇u‖2 ‖1 < +∞. (3.25)

Note that
esu

2 ≤ es(u−v)2
e2suv. (3.26)

By (3.25), we have es(u−v)2 ∈ L2(Σ) and, since v ∈ L∞(Σ),

e2suv ≤ e
sε u2

‖∇u‖22 eC(ε,s,‖∇u‖2)v2 ∈ L2(Σ),

Hence using Holder’s inequality we get esu
2 ∈ L1(Σ).

Lemma 3.6. If un ∈ H and un ⇀ u 6= 0 weakly in H1(Σ), then

sup
n

∫
Σ
hepβu

2
ndvg < +∞

∀ 1 ≤ p < 1
1−‖∇u‖22

.



3.3. Subcritical Problems, Notations and Prelimiaries 62

Proof. Observe that

epβu
2
n ≤ epβ(un−u)2

e2pβunu. (3.27)

Since

1

p
> 1− ‖∇u‖22 ≥ ‖∇un‖22 − ‖∇u‖22 = ‖∇(un − u)‖22 + o(1) =⇒ lim sup

n→∞
‖∇(un − u)‖22 <

1

p
,

by (1.20) we get ‖epβ(un−u)2‖s,h ≤ C for some s > 1. Taking 1
s + 1

s′ = 1, since by Lemma 3.5

eu
2 ∈ Lq(Σ, gh) ∀ q ≥ 1, we have

e2ps′βunu ≤ e
β
2
u2
n eCs,α,pu

2 ∈ L1(Σ, gh) =⇒ ‖e2pβunu‖s′,h ≤ C.

Thus from (3.27) we get ‖epβu2
n‖1,h ≤ C.

Existence of extremals for β < β is a simple consequence of Lemma 3.6 and Vitali’s convergence
Theorem.

Lemma 3.7. ∀ β ∈ (0, β), λ ∈ [0, λq(Σ, g)), q > 1 we have

sup
H
Eβ,λ,qΣ,h < +∞

and the supremum is attained.

Proof. Let un ∈ H be a maximizing sequence for Eβ,λ,qΣ,h , and assume un ⇀ u weakly in H1(Σ).

We claim that eβu
2
n(1+λ‖un‖2q) is uniformly bounded in Lp(Σ, gh) for some p > 1. In particular

by Vitali’s convergence Theorem we get Eβ,λ,qΣ,h (un) −→ Eβ,λ,qΣ,h (u) and Eβ,λ,qΣ,h (u) = supHE
β,λ,q
Σ,h .

Since by Lemma 3.5 Eβ,λ,qΣ,h (u) < +∞, we obtain the conclusion.
If u = 0, then

β(1 + λ‖un‖2q) −→ β < β,

and the claim is proved taking 1 < p < β
β and using (1.6). If u 6= 0, since

(1− ‖∇u‖2)(1 + λ‖un‖2q) ≤ 1− ‖∇u‖+ λ‖u‖2q + o(1) ≤ 1− (λq(Σ)− λ)‖u‖2q + o(1) < 1

we can find p > 1 such that lim sup
n→∞

p(1 + λ‖un‖2q) <
1

1− ‖∇u‖22
, and the claim follows from

Lemma 3.6.

Lemma 3.8. As β ↗ β we have

sup
H
Eβ,λ,qΣ,h −→ sup

H
Eβ,λ,qΣ,h .
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Proof. Clearly, since β < β, we have

lim sup
β↗β

sup
H
Eβ,λ,qΣ,h ≤ sup

H
Eβ,λ,qΣ,h .

On the other hand, by monotone convergence Theorem we have

lim inf
β↗β

sup
H
Eβ,λ,qΣ,h ≥ lim inf

β↗+∞
Eβ,λ,qΣ,h (v) = Eβ,λ,qΣ,h (v) ∀ v ∈ H,

which gives

lim inf
β↗β

sup
H
Eβ,λ,qΣ,h ≥ sup

H
Eβ,λ,qΣ,h .

We conclude this section with some Remarks concerning isothermal coordinates and Green’s
functions. We recall that, given any point p ∈ Σ, we can always find a small neighborhood Ω of
p and a local chart

ψ : Ω −→ Dδ0 ⊆ R2 (3.28)

such that
ψ(p) = 0 (3.29)

and
(ψ−1)∗g = eϕ|dx|2 (3.30)

with
ϕ ∈ C∞(Dδ) and ϕ(0) = 0. (3.31)

For any δ < δ0 we will denote Ωδ := ψ−1(Dδ). More generally if Dr(x) ⊆ Dδ0 we define
Ωr(ψ

−1(x)) := ψ−1(Dr(x)). We stress that (3.30) also implies

(ϕ−1)∗gh = |x|2α(p)V (x)eϕ|dx|2. (3.32)

with
0 < V ∈ C0(Dδ0) and V (0) = K(p) (3.33)

(see (3.24)).

For any p ∈ Σ we denote as Gλp the solution of
−∆gG

λ
p = δp + λ‖Gλp‖2−qq |Gλp |q−2Gλp −

1

|Σ|

(
1 + λ‖Gλp‖2−qq

∫
Σ
|Gλp |q−2Gλpdvg

)
∫

Σ
Gλpdvg = 0.

(3.34)

In local coordinates satisfying (3.28)-(3.33) we have

Gλp(ψ−1(x)) = − 1

2π
log |x|+Aλp + ξ(x) (3.35)

with ξ ∈ C1(Dδ0) and ξ(x) = O(|x|). Observe that G0
p is the standard Green’s function for −∆g.
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Lemma 3.9. As λ→ 0 we have Gλp −→ G0
p in Ls(Σ) ∀ s ≥ 1 and Aλp −→ A0

p.

Proof. Let us denote cλ :=
λ

|Σ|
‖Gλp‖2−qq

∫
Σ
|Gλp |q−2Gλpdvg. Observe that

−∆g(G
λ
p −G0

p) := λ‖Gλp‖2−qq |Gλp |q−2Gλp − cλ.

Since ∥∥∥‖Gλp‖2−qq |Gλp |q−2Gλp

∥∥∥
q
q−1

= ‖Gλp‖q

and
|cλ| ≤ λ‖Gλp‖q|Σ|

1−q
q ,

by elliptic estimates we find

‖Gλp −G0
p‖L∞(Σ) ≤ ‖Gλp −G0

p‖
W

2,
q
q−1 (Σ)

≤ Cλ‖Gλp‖q. (3.36)

In particular

‖Gλp‖q ≤ ‖G0
p‖q + ‖Gλp −G0

p‖q ≤ ‖G0
p‖q + C‖Gλp −G0

p‖∞ ≤ ‖G0
p‖q + Cλ‖Gλp‖q,

thus for sufficiently small λ we have

‖Gλp‖q ≤ C‖G0
p‖q.

Thus by (3.36), as λ→ 0 we find

‖Gλp −G0
p‖L∞(Σ) −→ 0.

In particular Gλp −→ G0
p in Ls for any s > 1. Since Aλp − A0

p = (Gλp − G0
p)(p) we also get the

convergence of Apλ.

Lemma 3.10. Let (Ω, ψ) be a local chart satisfying (3.28)-(3.33). As δ → 0 we have∫
Σ\Ωδ

|∇Gλp |2dvg = − 1

2π
log δ +Aλp + λ‖Gλp‖2q +O(δ| log δ|)

where Ωδ = ψ−1(Dδ).

Proof. Integrating by parts we have∫
Σ\Ωδ

|∇Gλp |2dvg = −
∫

Ωδ

∆gG
λ
p G

λ
pdvg −

∫
∂Ωδ

Gλp
∂Gλp
∂ν

dσg. (3.37)

For the first term, using the definition of Gλp we get

−
∫

Ωδ

∆gG
λ
p G

λ
pdvg = λ‖Gλp‖2−qq

∫
Σ\Ωδ

|Gλp |qdvg −
(

1

|Σ|
+ cλ

)∫
Σ\Ωδ

Gλp dvg =

= λ‖Gλp‖2q +O(δ2| log δ|q). (3.38)
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For the second term we use (3.35) to find

−
∫
∂Ωδ

Gλp
∂Gλp
∂ν

dσg =

∫
∂Dδ

(
1

2π
log δ −Aλp +O(δ)

)(
− 1

2πδ
+O(1)

)
dσ =

= − 1

2π
log δ +Aλp +O(δ| log δ|). (3.39)

3.4 Blow-up Analysis for the Critical Exponent.

In this section we will study the critical case β = β and prove

sup
H
Eβ,λ,qΣ,h < +∞ (3.40)

Let us fix q > 1, λ ∈ [0, λq(Σ, g)) and take a sequence βn ↗ β, βn < β. To simplify the notation

we will set En := Eβn,λ,qΣ,h . By Lemma 3.7, for any n we can take a function un ∈ H such that

En(un) = sup
H
En. (3.41)

Up to subsequences, we can always assume that

un ⇀ u0 in H1(Σ) (3.42)

and
un −→ u0 in Ls(Σ) ∀ s ≥ 1. (3.43)

Lemma 3.11. If u0 6= 0, then

En(un) −→ Eβ,λ,qΣ,h (u0). (3.44)

In particular we get (3.40) and u0 is an extremal function.

Proof. If u0 6= 0 we can argue as in Lemma 3.7 to find p > 1 such that eβnu
2
n(1+λ‖un‖2q) is

uniformly bounded in Lp(Σ, gh). Vitali’s convergence Theorem yields (3.44). Since by Lemma

3.5 we have Eβ,λ,qΣ,h (u0) < +∞, (3.44) and Lemma 3.8 imply

sup
H
Eβ,λ,qΣ,h = Eβ,λ,qΣ,h (u0) < +∞.



3.4. Blow-up Analysis for the Critical Exponent. 66

Thus it is sufficient to study the case u0 = 0. In the same spirit of Theorem 1.12 and (1.36) we
will prove that if u0 = 0, then

lim sup
n→∞

En(un) ≤ πe

1 + α
max

p∈Σ, α(p)=α
K(p)eβA

λ
p + |Σ|gh , (3.45)

where Aλp is defined as in (3.35) and |Σ|gh :=
∫

Σ h dvg.

Lemma 3.12. There exists s > 1 such that un ∈ H∩W 2,s(Σ) ∀ n. Moreover ‖∇un‖2 = 1 and,
if un ⇀ 0, we have

−∆gun = γnh(x)une
bnu2

n + sn(x) (3.46)

where
bn := βn(1 + λ‖un‖2q) −→ β, (3.47)

lim sup
n

γn < +∞ and γn

∫
Σ
h u2

ne
bnu2

ndvg −→ 1, (3.48)

and
sn := λn‖un‖2−qq |un|q−2un − cn (3.49)

with
λn −→ λ, (3.50)

and

cn :=
1

|Σ|

(
γn

∫
Σ
une

bnu2
ndvgh + λn‖un‖2−qq

∫
Σ
|un|q−2undvg

)
−→ 0. (3.51)

In particular we have
‖sn‖ q

q−1
−→ 0. (3.52)

Proof. The maximality of un clearly implies ‖∇un‖2 = 1. Using Lagrange’s multipliers Theorem,
it is simple to verify that un satisfies

−∆gun = 2νnbnh(x)une
bnu2

n + 2λνnβnµn‖un‖2−qq |un|q−2un − cn. (3.53)

where bn is defined as in (3.47), µn :=
∫

Σ h u
2
ne
bnu2

ndvg,

cn :=
1

|Σ|

(
2νnbnγn

∫
Σ
hune

bnu2
ndvg + 2λνnβnµn‖un‖2−qq

∫
Σ
|un|q−2undvg

)
, (3.54)

and νn ∈ R. We define γn := 2νnbn, λn := 2λνnβnµn and sn(x) := λn‖un‖2−qq |un|q−2un − cn
so that (3.46), (3.49) and (3.51) are satisfied. Observe also that∥∥‖un‖2−qq |un|q−2un

∥∥
q
q−1

= ‖un‖q −→ 0. (3.55)

and

‖un‖2−qq

∣∣∣∣∫
Σ
|un|q−2undvg

∣∣∣∣ ≤ ‖un‖q|Σ| 1q −→ 0 (3.56)
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If s0 > 1 is such that h ∈ Ls0(Σ), using Lemma 3.5 and standard Elliptic regularity, we find
un ∈W 2,s(Σ) ∀ 1 < s < s0. Multiplying (3.53) by un and integrating on Σ we get

1 = 2νnbnµn + 2λνnβnµn‖un‖2q = 2νnbnµn

(
1 +

λβn‖un‖2q
bn

)
= γnµn(1 + o(1))

from which we get the second part of (3.48). As a consequence we also have

λn = 2λνnβnµn = λγnµn
βn
bn
−→ λ. (3.57)

Now we prove lim sup
n→∞

γn < +∞ or, equivalently, lim inf
n→∞

µn > 0. For any t > 0, we have

En(un) ≤ 1

t2

∫
{|un|>t}

h u2
ne
bnu2

ndvg +

∫
{|un|≤t}

hebnu
2
ndvg ≤

1

t2

∫
Σ
hu2

ne
bnu2

ndvg + |Σ|gh + o(1)

from which

lim inf
n→∞

µn = lim inf
n→∞

∫
Σ
h u2

ne
bnu2

ndvg ≥ t2
(

sup
H
Eβ,λ,qΣ,h − |Σ|gh

)
> 0.

It remains to prove that cn −→ 0 which, by (3.50) and (3.55), completes the proof of (3.52).
For any t > 0

γn

∫
Σ
h|un|ebnu

2
ndvg ≤

γn
t

∫
{|un|>t}

hu2
ne
bnu2

ndvg + γn

∫
{|un|≤t}

h|un|ebnu
2
ndvg =

1 + o(1)

t
+ o(1).

Since t can be taken arbitrarily large we find

γn

∫
Σ
h|un|ebnu

2
ndvg −→ 0.

Combined with (3.51) and (3.56), this yields cn → 0.

By Lemma 3.12 we know that un ∈ C0(Σ), thus we can take a sequence pn such that

mn := max
Σ

un = un(pn). (3.58)

Clearly if supnmn < +∞, then we would have En(un) −→ |Σ|gh which contradicts Lemma 3.8.
Thus, up to subsequences, we will assume

mn −→ +∞ and pn −→ p. (3.59)

For our maximizing sequence un it is natural to expect concentration in the regions in which
h is larger. In the next Lemma we will indeed show that p must be a minimum point of the
singularity index α defined in (2.1). This clarifies the difference between the cases α < 0 and
α = 0: in the former, the blow-up point p is one of the singular points p1, . . . , pm, while in the
latter p ∈ Σ\{p1, . . . , pm}.
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Lemma 3.13. If un ⇀ 0, then we have (3.59) with α(p) = α. Moreover |∇un|2 ⇀ δp weakly as
measures.

Proof. Assume by contradiction that α(p) > α. Let (Ω, ψ) be a local chart in p satisfying
(3.28)-(3.33). If v ∈ H1

0 (Ω) is such that
∫

Ω |∇v|
2dvg ≤ 1, then by (1.38) we have∫

Ω
he4π(1+α(p))v2

dvg ≤ sup
Dδ0

V eϕ
∫
Dδ0

|x|2α(p)e4π(1+α(p))v(ψ−1(x))2
dy ≤ C. (3.60)

Take a cut-off function ξ ∈ C∞0 (Ω) such that 0 ≤ ξ ≤ 1 and ξ ≡ 1 in Ω δ0
2

. Since∫
Ω
|∇(unξ)|2dvg =

∫
Σ
|∇un|2ξ2dvg + 2

∫
Ω
unξ∇un · ∇ξ dvg +

∫
Σ
|∇ξ|2u2

ndvg ≤

≤ (1 + ε)

∫
Σ
|∇un|2ξ2dvg + Cε

∫
Σ
|∇ξ|2u2

ndvg ≤ (1 + ε) + o(1)

and ε can be taken arbitrarily small, we find

lim sup
n→∞

‖∇(unξ)‖2L2(Ω) ≤ 1.

Thus, applying (3.60) to vn := unξ and using ‖un‖q −→ 0, we find∫
Ω
heβ(unξ)2(1+λ‖un‖2q) ≤ C

for any β < 4π(1 + α(p)). In particular, since we are assuming β < 4π(1 + α(p)),∥∥∥eβu2
n(1+λ‖un‖2q)

∥∥∥
Ls0

(
Ω δ0

2

,gh

) ≤ C (3.61)

for some s0 > 1. From (3.52), (3.61) and Lemma 3.5, −∆gun is uniformly bounded in Ls(Ω)

∀ s < min{s0,
q
q−1}. If we take another cut-off function ξ̃ ∈ C∞0

(
Ω δ0

2

)
such that ξ̃ ≡ 1 in Ω δ0

4

,

applying elliptic estimates to ξ̃un we find sup
Ω δ0

4

un ≤ C. This contradicts (3.58)-(3.59).

Therefore we proved α(p) = α. To prove |∇un|2 ⇀ δp we can argue in a similar way. If there
existed r0 > 0 such that

∫
Br0 (p) |∇un|

2dvg < 1, then we could find a uniform bound for −∆gun

in Ls(Br0(p)) for some s > 1. Then elliptic estimates would yield sup
Ω δ0

2

un ≤ C which, again,

contradicts (3.58)-(3.59).

The next step consists in studying the behavior of un near p. Arguing as in [53] and Lemma
2.4, we will prove that a suitable scaling of un converges to a solution of the singular Liouville
equation

−∆u = |x|2αeu
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on R2. Again we consider a local chart (Ω, ψ) satisfying (3.28)-(3.33). From now on we will
denote xn := ψ(pn) and vn = un ◦ ψ. Let us take rn > 0 such that

r2(1+α)
n γnm

2
ne
bnm2

n = 1 (3.62)

and consider the scaling
ηn(x) := mn(vn(xn + rnx)−mn).

Lemma 3.14. m2
nr

2(1+α)
n eβm

2
n −→ 0 ∀ β < β. In particular rnm

s
n −→ 0 ∀ s > 0.

Proof. By (3.47), (3.48) and (3.62)

eβm
2
nr2(1+α)
n m2

n =
e(β−bn)m2

n

γn
= e(β−bn)m2

n

∫
Σ
hu2

ne
bnu2

ndvg(1 + o(1)) =

≤ (1 + o(1))

∫
Σ
hu2

ne
βu2

ndvg.

Take s = β
β

′ (
i.e. 1

s + β

β
= 1
)

and s0 > 1 such that h ∈ Ls0(Σ). Then

∫
Σ
hu2

ne
βu2

ndvg ≤ ‖u2
n‖s,h‖eβu

2
n‖

β

β

1,h ≤ C‖h‖
1
s
s0‖u2

n‖ss′0 −→ 0.

As in Lemma 2.3, in order to prove the convergence of ηn it is important to verify that, if α < 0,
|xn|
rn

is bounded. Indeed if |xn|rn
−→ +∞ the disk Drn(xn) would not contain the origin and we

would not see any singularity in the limit equation for ηn, even if p is a singular point of h. This
is excluded by the following Lemma.

Lemma 3.15. If α = α(p) < 0, then

lim sup
n→∞

|xn|
rn

< +∞

.

Proof. Assume by contradiction that |xn|rn
−→ +∞ for a subsequence. Then we take tn > 0 such

that
|xn|2αt2nγnm2

ne
bnm2

n = 1.

Observe that

|xn|2αr2
nγnm

2
ne
bnm2

n =
|xn|2α

r2α
n

r2(1+α)
n γnm

2
ne
bmm2

n =

(
|xn|
rn

)2α

−→ 0 =⇒ tn
rn
−→ +∞.
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and
|xn|2α

t2αn
=

1

t
2(1+α)
n γnm2

ne
bmm2

n

=

(
rn
tn

)2(1+α)

−→ 0 =⇒ |xn|
tn
−→ +∞.

Furthermore, arguing as in Lemma 3.14 we have

tn|xn|2αm2
ne
βm2

n −→ 0 ∀ β < β

and in particular
tnm

s
n −→ 0 ∀ s > 0. (3.63)

Let us define η̃n(x) = mn (vn(xn + tnx)−mn). Then

−∆η̃n = mnt
2
ne
ϕ(xn+tnx)

(
γn|xn + tnx|2αV (xn + tnx)ebnv

2
nvn(xn + rnx) + sn(xn + tnx)

)
=

= eϕ(xn+tnx)

(∣∣∣∣ xn|xn| +
tn
|xn|

x

∣∣∣∣2α V (xn + tnx)

(
1 +

η̃n
m2
n

)
e
bn

(
2η̃n+

η̃2
n

m2
n

)
+mnt

2
nsn(xn + rnx)

)
.

Using (3.63) and (3.49), ∀ L > 0 we have∫
DL

(mnt
2
nsn(xn + tnx))

q
q−1 = m

q
q−1
n t

2
q−1
n

∫
DLrn (xn)

|sn(x)|
q
q−1dvg (3.64)

≤ Cm
q
q−1
n t

2
q−1
n ‖sn‖ q

q−1
→ 0.

Since η̃n ≤ 0 and |η̃n| ≤ mn, for any L > 0, using (3.64), we find ‖−∆η̃n‖L∞(DL) ≤ C. Moreover
η̃n(0) = 0 thus we can exploit Harnack’s inequality to find a uniform bound for η̃ in W 2,s(DL)
∀ s > 1. Using Sobolev’s embedding Theorems and a diagonal argument, we find a subsequence
such that η̃n −→ η0 in C1

loc(R2), where η0 is a solution of

−∆η0 = V (0)e2βη0

with
η0(0) = 0 = sup

R2

η0,

and ∫
R2

e2βη0dvg0 < +∞.

A classification result contained in [31] yields

η0 := − 1

β
log

(
1 +

βV (0)

4
|x|2
)
.

From (3.46) and (3.49) we get

1 = −
∫

Σ
∆gunundvg = γn

∫
Σ
h u2

ne
bnu2

ndvg + λn‖un‖2q ≥ γn
∫

ΩLtn

h u2
ne
bnu2

ndvg + o(1) =
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= V (0)

∫
DL

e2βη0dx+ o(1) =
V (0)L2π

1 + βV (0)
4 L2

+ o(1). (3.65)

Note that

lim
L→∞

V (0)L2π

1 + βV (0)
4 L2

=
1

1 + α
> 1

hence, for sufficiently large L, we get a contradiction in (3.65).

Lemma 3.16. ηn −→ η0 := − 1
β

log(1 + βV (0)
4(1+α)2 |y|2(1+α)) in C0

loc(R2) ∩ H1
loc(R2). Moreover,

|xn|
rn
−→ 0.

Proof. The function ηn is defined in D δ0
rn

and satisfies

−∆ηn = mnr
2
ne
ϕ(xn+rny)

(
γn |xn + rnx|2α V (xn + rnx)ebnv

2
nvn(xn + rnx) + sn(xn + rnx)

)
=

= eϕ(xn+rny)

(∣∣∣∣xnrn + x

∣∣∣∣2α V (xn + rnx)

(
1 +

ηn
m2
n

)
e

2bnηn+bn
η2
n

m2
n + r2

mmnsn(xn + rnx
2)

)
.

By Lemma 3.15 if α < 0 we can assume, up to subsequences, that xn
rn
−→ x ∈ R2, so that∣∣∣∣xnrn + x

∣∣∣∣2α −→ |x+ x|2α (3.66)

in Lsloc(R2) for some s > 1. Clearly (3.66) holds also for α = 0. Arguing as in the previous
Lemma we can find a subsequence such that ηn −→ η0 in C0

loc(R2) ∩ H1
loc(R2), where η0 is a

solution of
−∆η0 = V (0)|x+ x|2αe2βη0 (3.67)

with
η0(0) = 0 = max

R2
η0 (3.68)

and ∫
R2

|x+ x|2αe2βη0dvg < +∞. (3.69)

In [74] is is proved that solutions of (3.67), (3.69) have the form

η0 = − 1

β
log

(
1 +

βV (0)el

4(1 + α)2
|x+ x|2(1+α)

)
+

l

2β
.

for some l ∈ R. Note that all these functions are radially symmetric and decreasing with respect
to −x. Thus (3.68) is satisfied only if x = 0 and l = 0.

The next Lemmas follow the standard arguments in [53], [2].
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Lemma 3.17. For any A > 1 we define uAn := min{un, mnA }. Then we have

lim sup
n→∞

∫
Σ
|∇uAn |2dvg =

1

A
.

Proof. Fix L > 0. By Lemma 3.16, for sufficiently large n, ΩLrn ⊆ {un > mn
A }, hence using

(3.46) and (3.49) we find

−
∫

Σ
∆gun u

A
ndvg = γn

∫
Σ
hune

bnu2
nuAndvg + o(1) ≥ γnmn

A

∫
ΩLrn

h une
bnu2

ndvg + o(1) =

=
mnγn
A

∫
DLrn (xn)

|x|2αV (x)vne
bnv2

neϕ(x)dx+ o(1) =

=
γnr

2(1+α)
n m2

ne
bnm2

n

A

∫
DL

∣∣∣∣xnrn + x

∣∣∣∣2α V (xn + rnx)eϕ(xn+rnx)

(
1 +

ηn
mn

)
e

2bnηn+
bnη

2
n

m2
n dx+ o(1) =

=
V (0)

A

∫
DL

|x|2αe2βη0dx+ o(1) =
1

A

πV (0)L2(1+α)

1 + πV (0)L2(1+α)
+ o(1).

Passing to limit as n,L→∞ we obtain

lim inf
n→∞

∫
Σ
|∇uAn |2dvg = lim inf

n→∞

∫
Σ
∇uAn · ∇undvg = −

∫
Σ

∆gunu
A
n ≥

1

A
. (3.70)

Similarly, since

−
∫

Σ
∆gun

(
un −

mn

A

)+
dvg ≥ γn

∫
ΩLrn

h une
bnu2

n

(
un −

mn

A

)
dvg + o(1) =

=
A− 1

A
V (0)

∫
DL

|x|2αe2βη0 + o(1),

we get

lim inf
n→∞

∫
Σ
|∇
(
un −

mn

A

)+
|2dvg ≥

A− 1

A
. (3.71)

Clearly un = uAn + (un − mn
A )+ and

∫
Σ∇u

A
n · ∇(un − mn

A )+dvg = 0 thus

1 =

∫
Σ
|∇un|2dvg =

∫
Σ
|∇uAn |2dvg +

∫
Σ
|∇
(
un −

mn

A

)+
|2dvg

and from (3.70) and (3.71) we find

lim
n→∞

∫
Σ
|∇uAn |2dvg =

1

A
and lim

n→∞

∫
Σ
|∇
(
un −

mn

A

)+
|2dvg =

A− 1

A
.
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Lemma 3.18.

lim sup
n→∞

En(un) ≤ lim sup
n→∞

1

γnm2
n

+ |Σ|gh .

Proof. For any A > 1 we have

En(un) =

∫
{un≥mnA }

hebnu
2
ndvg +

∫
{un≤mnA }

hebn(uAn )2
dvg.

By (3.48), ∫
{un≥mnA }

hebnu
2
ndvg ≤

A2

m2
n

∫
Σ
hu2

ne
bnu2

ndvg =
A2

γnm2
n

(1 + o(1)).

For the last integral we apply Lemma 3.17. Since lim supn→∞ ‖∇uAn ‖22 ≤ 1
A < 1, (1.44) implies

that ebn(uAn )2
is uniformly bounded in Ls(Σ, gh) for some s > 1. Thus by Vitali’s Theorem∫

{un≤mnA }
hebn(uAn )2

dvg ≤
∫

Σ
hebn(uAn )2

dvg −→ |Σ|gh .

Therefore we proved

lim sup
n→∞

En(un) ≤ lim sup
n→∞

A2

γnm2
n

+ |Σ|gh .

As A→ 1 we get the conclusion.

Using a similar strategy we prove:

Lemma 3.19. γnmnhune
bnu2

n ⇀ δp weakly as measures.

Proof. Take ξ ∈ C0(Σ). For L > 0, A > 1 we have

γnmn

∫
Σ
h une

bnu2
nξdvg =

= γnmn

∫
ΩLrn

hune
bnu2

nξdvg+γnmn

∫
{un>mn

A
}\ΩLrn

unhe
bnu2

nξdvg+γnmn

∫
{un≤mnA }

hune
bnu2

nξdvg =

=: I1
n + I2

n + I3
n.

By Lemma 3.16 we find

I1
n =

∫
DL(0)

∣∣∣∣xnrn + x

∣∣∣∣2α V (xn + rnx)

(
1 +

ηn
m2
n

)
e

2bnηn+
bnη

2
n

m2
n ξ(xn + rnx)eϕ(xn+rnx)dx =

= ξ(p)V (0)

∫
DL(0)

|x|2αe2βη0dx+ o(1) = ξ(p)
πV (0)L2(1+α)

1 + πV (0)L2(1+α)
+ o(1).
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Similarly, using also (3.48),

I2
n = mn

∫
{un>mn

A
}\ΩLrn

γnhune
bnu2

nξdvg ≤ A
∫
{un>mn

A
}\ΩLrn

γnhu
2
ne
bnu2

nξdvg =

= Amax
Σ

ξ

(∫
Σ
γnhu

2
ne
bnu2

ndvg −
∫

ΩLrn

γnhu
2
ne
bnu2

ndvg

)
=

= A

(
1− V (0)

∫
DL

|x|2αe2βη0dx+ o(1)

)
=

A

1 + πV (0)L2(1+α)
.

Therefore
lim
L→∞

lim
n→∞

I1
n = ξ(p) and lim

L→∞
lim
n→∞

I2
n = 0.

For the last integral we apply Lemma 3.17. Since lim sup
n→∞

‖∇uAn ‖22 ≤
1

A
< 1, (1.44) implies the

existence of s > 1, C > 0 such that ∫
Σ
hesβ(uAn )2

dvg ≤ C

thus

|I3
n| ≤ γnmn‖ξ‖∞

∫
Σ
huAn e

bn(uAn )2
dvg ≤ γnmn‖ξ‖∞‖un‖q′,h‖eβ(uAn )2‖q,h = γnmno(1).

Since by Lemma 3.18 γnmn −→ 0, we find |I3
n| −→ 0 which gives the conclusion.

Let now Gλp be the Green’s function defined in (3.34). Using Lemma 3.19 we obtain:

Lemma 3.20. mnun −→ Gλp in C0
loc(Σ\{p}) ∩H1

loc(Σ\{p}) ∩ Lr(Σ) ∀ r > 1.

Proof. First we observe that ‖mnun‖q is uniformly bounded. If not we could consider the
sequence wn := un

‖un‖q which satisfies

−∆gwn = γnh
mnun
‖mnun‖q

ebnu
2
n +

sn
‖un‖q

Being ‖γnhmnune
bnu2

n‖1 ≤ C and |sn| ≤ C‖un‖q, we have a uniform bound for −∆gwn in L1(Σ)
and, arguing as the proof of Lemma (2.2), un is uniformly bounded in W 1,s(Σ) for any 1 < s < 2.
The weak limit w of wn will satisfy∫

Σ
∇w · ∇ϕ dvg = λ

∫
Σ
|w|q−2wϕdvg.

for any ϕ ∈ C1(Σ) such that
∫

Σ ϕdvg = 0. But, since λ < λq(Σ, g), this implies w = 0 which
contradicts ‖wn‖q = 1.
Hence ‖mnun‖q ≤ C. This implies that −∆g(mnun) is uniformly bounded in L1(Σ) and, as
before, mnun is uniformly bounded in W 1,s(Σ) for any s ∈ (1, 2). By Lemma 3.19 we have
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mnun ⇀ Gλp weakly in W 1,s(Σ), s ∈ (1, 2) and strongly in Lr for any r ≥ 1. Since |∇un|2 ⇀
δp, arguing as in Lemma 3.13 one can show that un is uniformly bounded in L∞loc(Σ\{p}).
This implies the boundedness of −∆g(mnun) in Lsloc(Σ\{p}) for some s > 1 which gives a

uniform bound for mnun in W 2,s
loc (Σ\{p}). Then, by elliptic estimates, we get mnun −→ Gλp in

H1
loc(Σ\{p}) ∩ C0

loc(Σ\{p}).

Using Lemma 3.20 and Corollary 3.3 we can now start the proof of (3.45).

Proposition 3.6. For any L > 0, we have

lim sup
n→∞

∫
ΩLrn

hebnu
2
ndvg ≤

πK(p)e1+βAλp

1 + α
.

Proof. Fix δ > 0 and set τn =
∫

Ωδ
|∇un|2dvg =

∫
Dδ
|∇vn|2dy. Observe that, by Lemma 3.20,

m2
n(1− τn) =

∫
Σ\Ωδ

|∇Gλp |2dvg + o(1), (3.72)

and
m2
n‖un‖2q = ‖Gλp‖2q + o(1). (3.73)

Since by Lemma 3.10 we have∫
Σ\Ωδ

|∇Gλp |2dvg = − 1

2π
log δ +O(1)

δ→0−→ +∞ (3.74)

if δ is sufficiently small, we have

τn(1 + λ‖un‖2q) =

(
1− 1

m2

∫
Σ\Ωδ

|∇Gλp |2dvg + o

(
1

m2
n

))(
1 +

λ

m2
n

‖Gλp‖2q + o

(
1

m2
n

))
=

= 1−
(∫

Ωδ

|∇Gλp |2dvg − λ‖Gλp‖2q
)

1

m2
n

+ o

(
1

m2
n

)
< 1. (3.75)

We denote dn := sup
∂Dδ

vn and wn := (vn − dn)+ ∈ H1
0 (Dδ). Observe that wn

τn
−→ 0 uniformly on

Dδ\Dδ′ for any 0 < δ′ < δ. Thus applying Corollary 3.3 with δn = Lrn, we find

lim sup
n→∞

∫
DLrn (xn)

|x|2αeβ
w2
n
τn dx ≤ πe

1 + α
δ2(1+α). (3.76)

Applying Holder’s inequality we have∫
DLrn (xn)

|x|2αebnv2
ndx = ebnd

2
n

∫
DLrn (xn)

|x|2αebnw2
n+2bndnwndx ≤
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≤ ebnd2
n

(∫
DLrn (xn)

|x|2αeβn
w2
n
τn dx

)τn(1+λ‖un‖2q)(∫
DLrn (xn)

|x|2αe
2bnwndn

1−τn(1+λ‖un‖2q)

)1−τn(1+λ‖un‖2q)

.

(3.77)
Using Corollary 3.2 we find

∫
DLrn (xn)

|x|2αe
2bnwndn

1−τn(1+λ‖un‖2q) ≤
∫
Dδ

|x|2αe
2bnwndn

1−τn(1+λ‖un‖2q) ≤ πe
1+

4b2nd
2
nτn

16π(1+α)(1−τn(1+λ‖un‖2q)2

1 + α
δ2(1+α) ≤

≤ πe
1+

bnd
2
nτn(1+λ‖un‖2q)

(1−τn(1+λ‖un‖2q)2

1 + α
δ2(1+α).

Combining this with (3.76) and (3.77), we find

lim sup
n→∞

∫
DLrn (xn)

|x|2αebnv2
ndx ≤ πeδ2(1+α)

1 + α
lim sup
n→∞

e
bnd

2
n

1−τn(1+λ‖un‖2q) . (3.78)

Using (3.75) and Lemma 3.20,

lim
n→∞

bnd
2
n

1− τn(1 + λ‖un‖2q)
=

β(sup∂Ωδ
Gλp)2(∫

Ωδ
|∇Gλp |2dvg − λ‖Gλp‖2q

) =: H(δ). (3.79)

By Lemma 3.10 and (3.35) we find

H(δ) = −2(1 + α) log δ + βAλp + oδ(1),

and from (3.78), (3.79) we obtain

lim sup
n→∞

∫
DLrn (xn)

|x|2αebnv2
ndx ≤ πeδ2(1+α)

1 + α
eH(δ) =

πe1+βAλp+oδ(1)

1 + α
. (3.80)

Proposition 3.7.

lim sup
n→∞

En(un) ≤ πK(p)e1+βAλp

1 + α
+ |Σ|gh .

Proof. ∀ L > 0, by Lemma 3.16, we have

γnm
2
n

∫
ΩLrn

hebnu
2
ndvg = V (0)

∫
DL

|x|2αe2βη0dx =
πV (0)L2(1+α)

1 + πV (0)L2(1+α)
= 1 + oL(1)

where oL(1) −→ 0 as L→∞. Thus, using Proposition 3.6,

lim sup
n→∞

1

γnm2
n

= (1 + oL(1)) lim sup
n→∞

∫
ΩLrn

hebnu
2
ndvg ≤ (1 + oL(1))

πK(p)e1+βAλp

1 + α
.

The conclusion follows by Lemma 3.18.
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We can summarize the results of this section in the following Proposition.

Proposition 3.8. ∀λ ∈ [0, λq(Σ, g)), q > 1 we have

sup
H
Eβ,λ,qΣ,h < +∞.

Moreover if the supremum is not attained we have

sup
H
Eβ,λ,qΣ,h ≤

πe

1 + α
max

p∈Σ, α(p)=α
K(p)eβA

λ
p + |Σ|gh .

3.5 Test Functions and Existence of Extremals.

By Proposition 3.8, in order to prove existence of extremals for Eβ,λ,qΣ,h it suffices to show that
the value

πe

1 + α
max

p∈Σ α(p)=α
K(p)eβA

λ
p + |Σ|gh .

is exceeded.

Proposition 3.9. There exists λ0 > 0 such that ∀ 0 ≤ λ ≤ λ0 one has

sup
u∈H

Eβ,λ,qΣ,h >
πe

1 + α
max

p∈Σ, α(p)=α
K(p)eβA

λ
p + |Σ|gh .

Proof. In local coordinates (Ω, ψ) satisfying (3.28)-(3.33) we define

wε(x) :=


cε −

log

(
1+
(
|ψ(x)|
ε

)2(1+α)
)

+Lε

βcε
x ∈ Ωγεε

Gλp−ηεξ
cε

x ∈ Ω2γεε\Ωγεε

Gλp
cε

x ∈ Σ\Ω2γεε

and
uε :=

wε√
1 + λ

c2ε
‖Gλp‖2q

where cε, Lε will be chosen later, γε = | log ε|
1

1+α , ξ is defined as in (3.35) and ηε is a cut-off
function such that ηε ≡ 1 in Ωγεε, ηε ∈ C∞c (Ω2γε,ε) and ‖∇ηε‖ = O( 1

γεε
). In order to have

uε ∈ H1(Σ) we have to require

βcε − Lε = log

(
1 + γ

2(1+α)
ε

γ
2(1+α)
ε

)
+ βAλp − 2(1 + α) log ε. (3.81)

Observe that ∫
Bγεε

|∇wε|2dvg =
1

βc2
ε

(
log(1 + γ2(1+α)

ε )− γ
2(1+α)
ε

1 + γ
2(1+α)
ε

)
=
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=
1

βc2
ε

(
log(1 + γ2(1+α)

ε )− 1 +O(| log ε|−2)
)
.

Since ξ ∈ C1(Ω) and ξ(x) = O(|x|) we have∫
Ω2γεε\Ωγεε

|∇(ηεξ)|2=
∫

Ω2γεε\Ωγεε
|∇η|2ξ2+

∫
Ω2γεε\Ωγεε

|∇ξ|2η2
ε+2

∫
Ω2γεε\Ωγεε

ηεξ∇ηε·∇ξ = O((γεε)
2),

and similarly ∫
Ω2γεε\Ωγεε

∇Gλp · ∇(ηεξ)dvg = O(γεε),

by Lemma 3.10 we have

c2
ε

∫
Σ\Ωγεε

|∇wε|2dvg =

∫
Σ\Ωγεε

|∇Gλp |2 +O(γεε) =

= − 1

2π
log γεε+Aλp + λ‖Gλp‖2q +O(γεε| log(γεε)|).

Observe that γεε log(γεε) = o(| log ε|−2), therefore we get∫
Σ
|∇wε|2dvg =

1

βc2
ε

(
−1− 2(1 + α) log ε+ βAλp + βλ‖Gλp‖2q +O(| log ε|−2)

)
.

If we chose cε so that

βc2
ε = −1− 2(1 + α) log ε+ βAλp +O(| log ε|−2), (3.82)

then uε − uε ∈ H. Observe also that (3.81), (3.82) yield

Lε = −1 +O(| log ε|−2), (3.83)

and
2πc2

ε = | log ε|+O(1). (3.84)

Since 0 ≤ wε ≤ cε in Ωγεε we get∫
Ωγεε

wεdvg = O(cε(γεε)
2) = o(| log ε|−2).

Moreover ∫
Σ\Ωγεε

wεdvg =

∫
Σ\Ωγεε

Gλp
cε
dvg +

∫
Ω2γεε\Ωγεε

ηεξ

cε
dvg =

= O

(
γεε| log(γεε)|

cε

)
+O

(
(γεε)

3

cε

)
= o(| log ε|−2)

therefore
wε = o(| log ε|−2) = o(c−4

ε ).
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From this, (3.82), (3.83) it follows that

β(wε − wε)2 ≥ βc2
ε − 2Lε − 2 log

(
1 +

(
|ψ(x)|
ε

)2(1+α)
)

+ o(c−2
ε )

in Ωγεε. Since

c2
ε‖wε − wε‖2q ≥

(∫
Ω\Ωγεε

|Gλp |qdvg + o(c−2
ε )

) 2
q

≥ ‖Gλp‖2q + o(c−2
ε )

we find

1

1 + λ
c2ε
‖Gλp‖2q

(
1 +

λ‖wε − wε‖2q
1 + λ

c2ε
‖Gλp‖2q

)
≥

1 + 2 λ
c2ε
‖Gλp‖2q + o(c−4

ε )(
1 + λ

c2ε
‖Gλp‖2q

)2 = 1−
λ2‖Gλp‖4q

c4
ε

+ o(c−4
ε ).

Therefore

β(uε − uε)2(1 + λ‖uε − uε‖2q) =
β(wε − wε)
1 + λ

c2ε
‖Gλp‖2q

(
1 +

λ‖wε − wε‖2q
1 + λ

c2ε
‖Gλp‖2q

)
≥

≥ βc2
ε − 2Lε − 2 log

(
1 +

(
|ψ(x)|
ε

)2(1+α)
)
−
βλ2‖Gλp‖4q

c2
ε

+ o(c−2
ε ).

It follows that

∫
Ωγεε

heβ(uε−uε)2(1+λ‖uε−uε‖2q)dvg ≥
∫
Dγεε

|x|2α(V (0) +O(γεε))
e
βc2ε−2Lε−

βλ2‖Gλp‖
4
q

c2ε
+o(c−2

ε )(
1 +

(
|x|
ε

)2(1+α)
)2 dx =

=
πV (0)ε2(1+α)γ

2(1+α)
ε

(1 + α)(1 + γ
2(1+α)
ε )

e
βc2ε−2Lε−

βλ2‖Gλp‖
4
q

c2ε
+o(c−2

ε )
(1 +O(γεε)) =

=
πK(p)ε2(1+α)

(1 + α)
e
βc2ε−2Lε−

βλ2‖Gλp‖
4
q

c2ε
+o(c−2

ε )
(1 +O(c−4

ε )).

Using (3.82) and (3.83) we find

βc2
ε − 2Lε = −2(1 + α) log ε+ 1 + βAλp + o(c−2

ε )

so that∫
Ωγεε

heβ(uε−uε)2(1+λ‖uε−uε‖2q)dvg =
πK(p)e1+βAλp

(1 + α)

(
1−

βλ2‖Gλp‖4q
c2
ε

+ o(c−2
ε )

)
. (3.85)
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Finally we observe that∫
Σ\Ω2γεε

heβ(uε−uε)2(1+λ‖uε−uε‖2q)dvg ≥
∫

Σ\Ω2γεε

hdvg+β

∫
Σ\Ω2γεε

h(uε−uε)2(1+λ‖uε−uε‖2q)dvg ≥

≥ |Σ|gh +O((γεε)
2(1+α)) + β

∫
Σ\Ω2γεε

h(wε − wε)2(1 + o(c−4
ε )) =

= |Σ|gh + β

∫
Σ\Ω2γεε

hw2
εdvg +O(c−4

ε ) =

= |Σ|gh +
β‖Gλp‖L2(Σ,gh)

c2
ε

+O(c−4
ε ). (3.86)

From (3.85) and (3.86) we find

Eβ,λ,qΣ,h (uε− uε) >
πK(p)

1 + α
e1+βAλp + |Σ|gh +

β

c2
ε

(
‖Gλp‖L2(Σ,gh) −

πK(p)e1+βAλpλ2‖Gλp‖4q
1 + α

)
+ o(c−2

ε ).

By Lemma 3.9, we know that

‖Gλp‖L2(Σ,gh) −
πK(p)e1+βAλpλ2‖Gλp‖4q

1 + α
−→ ‖G0

p‖L2(Σ,gh) > 0

as λ→ 0. Thus for sufficiently small λ we get the conclusion.

We have so proved the existence of extremals for Eβ,λ,qΣ,h for λ ∈ [0, λ0]. To finish the proof of
Theorem 1.14 we have to treat the case λ > λq(Σ, g). We will use a family of test functions
similar to the one used in [59].

Lemma 3.21. If β > β or β = β and λ > λq(Σ, g), we have

sup
H
Eβ,λ,qΣ,h = +∞.

Proof. Take p ∈ Σ such that α(p) = α and a local chart (Ω, ψ) satisfying (3.28)-(3.33). Let us
define vε : Dδ0 −→ [0,+∞),

vε(x) :=
1√
2π


√

log δ0
ε |x| ≤ ε

log
δ0
|x|√

log
δ0
ε

ε ≤ |x| ≤ δ0

and

uε(x) :=

{
vε(ψ(x)) x ∈ Ω

0 x ∈ Σ\Ω.
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It is simple to verify that ∫
Σ
|∇uε|2dvg =

∫
Dδ0

|∇vε|2dx = 1,

thus uε − uε ∈ H. Moreover one has uε = O
((

log 1
ε

)− 1
2

)
, hence in Ωε we have

(uε − uε)2 =
1

2π
log

(
δ0

ε

)
+O(1).

Thus if β > β we have

Eβ,λ,qΣ,h (uε − uε) ≥ Eβ,0,qΣ,h (uε − uε) ≥
∫

Ωε

heβ(uε−uε)2
dvg ≥

c

ε
β
2π

∫
Dε

|x|2αdx =

=
cπ

1 + α
ε2(1+α)− β

2π = c̃ε
β−β
2π −→ +∞.

For the case β = β we take a function u0 ∈ H1(Σ) such that
‖∇u0‖22 = λq(Σ, g)‖u0‖2q∫

Σ u0 dvg = 0

‖u0‖2q = 1.

(3.87)

The function u0 will also satisfy

−∆gu0 = λq‖u0‖2−qq |u0|q−2u0 − c (3.88)

where

c =
λq
|Σ|
‖u0‖2−qq

∫
Σ
|u0|q−2u0 dvg.

Let us take tε, rε −→ 0 such that

t2ε| log ε| −→ +∞, rε
ε
,−→ +∞ and

log2 rε
t2ε| log ε|

−→ 0. (3.89)

We define
wε := uεηε + tεu0

where ηε ∈ C∞(Ω2rε) is a cut-off function such that ηε ≡ 1 in Ωrε , 0 ≤ ηε ≤ 1 and |∇ηε| =
O(r−1

ε ). Observe that

‖∇wε‖22 =

∫
Σ
|∇(uεηε)|2dvg + t2ε‖∇u0‖22 + 2tε

∫
Σ
∇u0 · ∇(uεηε)dvg.

Using the definition of uε, ηε and (3.89) we find∫
Σ
|∇ηε|2u2

εdvg = O(r−2
ε )

∫
Ω2rε\Ωrε

u2
εdvg = O

(
| log ε|−1 log2 rε

)
= o(t2ε)
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and ∣∣∣∣∫
Σ
uεηε∇uε · ∇ηεdvg

∣∣∣∣ ≤ O(r−1
ε )

∫
Ω2rε\Ωrε

|∇uε|uεdvg = O(| log rε|| log ε|−1) = o(t2ε).

Thus

‖∇(uεηε)‖22 =

∫
Σ
|∇uε|2η2

εdvg + o(t2ε) ≤ 1 + o(t2ε).

Moreover (3.87) gives ‖∇u0‖22 = λq and∣∣∣∣∫
Σ
∇u0 · ∇(uεηε)dvg

∣∣∣∣ = λq‖u0‖2−qq

∣∣∣∣∫
Σ
|u0|q−2u0ηεuεdvg

∣∣∣∣ = O(1)

∫
Σ
uεdvg = O(| log ε|−

1
2 ) = o(tε).

Hence we have
‖∇wε‖22 ≤ 1 + λqt

2
ε + o(t2ε).

Furthermore,

‖wε − wε‖2q ≥ t2ε

(∫
Σ\Ω2rε

|u0 − wε|q dvg

) 2
q

= t2ε

(∫
Σ\Ω2rε

|u0|qdvg

) 2
q

+ o(t2ε) = t2ε + o(t2ε)

thus
1

‖∇wε‖22

(
1 + λ

‖wε − wε‖2q
‖∇wε‖22

)
≥ 1 + (λ− λq)t2ε + o(t2ε).

Finally, since wε = O(| log ε|−
1
2 ), on Ωε we find

4π(1 + α)(wε − wε)2

‖∇wε‖22

(
1 + λ

‖wε − wε‖2q
‖∇wε‖22

)
= (2(1 + α)| log ε|+O(1))

(
1 + (λ− λq)t2ε + o(t2ε)

)
=

= −2(1 + α) log ε+ (λ− λq)t2ε| log ε|+ o(t2ε| log ε|) +O(1),

so that

Eλ,β,qΣ,h

(
wε − wε
‖∇wε‖2

)
≥
∫

Ωε

h e
4π(1+α)(wε−wε)2

‖∇wε‖22

(
1+λ

‖wε−wε‖2q
‖∇wε‖22

)
dvg ≥

≥ cε−2(1+α)e(λ−λq)t2ε| log ε|+o(t2ε| log ε|)
∫
Dε

|y|2αdy = c̃e(λ−λq)t2ε| log ε|+o(t2ε| log ε|) −→ +∞

as ε→ 0.

Remark 3.1. If there exists a point p ∈ Σ such that α(p) = α and u0(p) > 0, then one can
argue as in [59] to prove that,

sup
H
Eβ,λ,qΣ,h = +∞

also for λ = λq(Σ, g0). This is always true if α = 0.
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Chapter 4

Sharp Inequalities and
Mass-Quantization for Singular
Liouville Systems

Let (Σ, g) be a smooth, closed, connected Riemannian surface. We consider singular Liouville
Systems of the form

−∆gui =

N∑
j=1

aijρj

(
hje

uj∫
Σ hje

ujdvg
− 1

|Σ|

)
i = 1, . . . , N (4.1)

where ρi > 0, A = (aij) is symmetric positive definite matrix and hi ∈ C∞(Σ\{p1, . . . , pm}) are
positive singular weights satisfying (1.19). More precisely, motivated by the equivalence between
(4.1) and (1.46) and by the change of variables (1.48) we will assume

hi = Kie
−4π

∑m
j=1 αijGpj (4.2)

with Ki ∈ C∞(Σ), Ki > 0 and some coefficients αij > −1. Throughout this Chapter, αi will
denote the singularity index associated to hi, that is

αi(x) =

{
αij x = pj
0 x ∈ Σ\{p1, . . . , pm}.

System (1.46) is the Euler-Langrange equation for the functional

Jρ(u) =
1

2

N∑
i,j=1

aij∇ui · ∇uj dvg −
N∑
i=1

ρi log

(∫
Σ
hie

ui−uidvg

)
.

Here, and in the rest of the chapter u = (u1, . . . , uN ) and ρ = (ρ1, . . . , ρN ). The simplest way

of finding solutions of (4.1) is trying to minimize Jρ on H1(Σ)N . In the first section will give
the proof of Theorem 1.16. which gives necessary and sufficient conditions for the boundedness
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of Jρ from below. The dual approach that we will present is a special case of a general duality
principle.
Let X be a Banach space and let F : X −→ (−∞,+∞] be a convex, lower semicountinuous
map. We recall that the domain of F and the Legendre transform F ∗ : X∗ −→ R of F are
defined as

D(F ) := {x ∈ X : F (x) < +∞}
and

F ∗(y) = sup
x∈X

< y, x > −F (x) = sup
x∈D(F )

< y, x > −F (x) ∀ y ∈ X∗.

Here X∗ denotes the dual space of X and < ·, · > the duality product. The Legendre transform
is involutive, that is

F (x) = F ∗∗(x) := sup
y∈X∗

< y, x > −F ∗(y).

see [17]. Given two convex, lower semicontinuous functions F, G : X −→ (−∞,+∞] one can
consider the map W : D(G)×D(F ∗) −→ R defined by

W (x, y) = F ∗(y) +G(x)− < y, x > .

Observe that
inf

y∈D(F ∗)
W (x, y) = G(x)− F ∗∗(x) = G(x)− F (x)

and
inf

x∈D(G)
W (x, y) = F ∗(y)−G∗(y).

This proves that for the functionals

J(x) :=

{
G(x)− F (x) x ∈ D(G)

+∞ x /∈ D(G)
and J∗(y) :=

{
F ∗(y)−G∗(y) y ∈ D(F ∗)

+∞ y /∈ D(F ∗)

one has
inf
x∈X

J(x) = inf
y∈X∗

J∗(y). (4.3)

If X = HN
0 , then we can write Jρ in the form Jρ = G(u)− F (u) where

G(u) :=

N∑
i=1

aij
∫

Σ
∇ui · ∇ujdvg

and

F (u) :=

N∑
i=1

ρi log

(∫
Σ
hie

ui−uidvg

)
.

Therefore (4.3) shows that the minimization problem for Jρ can be reduced to a minimization
problem on H∗0 (more precisely on D(F ∗)). The explicit expression of the dual functional and a
more rigorous proof of the duality principle will be given in section 4.1.

The last two sections of the thesis are devoted to blow-up analysis for Liouville systems. In sec-
tion 4.2 we will prove the following concentration compactness Theorem, which is a generalized
version of a result by Lucia and Nolasco [61].
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Theorem 4.1. Assume that A is a symmetric positive definite matrix satisfying (1.52) and hi
has the form (4.2) with Ki ∈ C∞(Σ) and Ki > 0. Let un = (u1,n . . . , uN,n) ∈ HN

0 be a sequence
of solutions of (4.1) with ρi = ρi,n −→ ρi,n for i = 1, . . . , N . Up to subsequences, one of the
following alternatives holds:

• (Compactness) ui,n is bounded in W 2,q(Σ) for i = 1, . . . , N , q > 1.

• (Blow-up) There exist N finite sets S1, . . . , SN such that u+
i,N is uniformly bounded in

L∞loc(Σ\Si), i = 1, . . . , N . If S = S1 ∪ · · ·SN then, ∀ i ∈ {1, . . . , N}, either ui,n is bounded
in L∞loc(Σ\S) or ui,n −→ −∞ locally uniformly in Σ\S.

Moreover, denoting by µi the weak limit of the sequence of measures Vie
ui,n, one has

µi = ri +
∑
x∈Si

σi(x)δx

with ri ∈ L1(Σ) ∩ Lqloc(Σ\Si) ∩ L
∞
loc(Σ\(Si ∪ {p1, . . . , pm})) for some q > 1, and σi(x) ≥

4π
aii

min{1, 1 + αi(x)} ∀x ∈ Si, i = 1, . . . , N .

Theorem 4.1 is weaker that its scalar version Theorem 1.2 for two main reasons. The first is
that it does not give a complete description of the local concentration values σ1(x), . . . , σN (x).
The second is the presence of the residual terms ri, i = 1, . . . , N . For the special case of the
SU(3) Toda System, that is for N = 2 and

A =

(
2 −1
−1 2

)
,

the first issue was addressed in [44] and [56]. Theorem B gives a complete description of the
values σ1(x), σ2(x) in the regular case, while, for the singular case, Theorem C gives a partial
characterization showing that σ1, σ2 can only assume a finite number of values. In order to prove
Theorems 1.17 and 1.18 one has to deal with the presence of the residual terms. Observe that

ri ≡ 0 =⇒ ρi =
∑
x∈Si

σi(x) (4.4)

and, in particular, in this case the limit parameter ρi must be a sum of the finitely many possible
values of σi. In general, one can not prove that both r1 and r2 vanish. Some examples were
given in [36]. A local example is also given by the family of functions

uα1 (x) = log

(
8

1 + α2(|x|4 + 2|x|2)

(1 + 2|x|2 + α2|x|4)2

)
uα2 (x) = log

(
8
α2
(
1 + 2|x|2 + α2|x|4

)
(1 + α2(|x|4 + 2|x|2))2

)

on the unit disk of D. These functions solve the Toda System{
−∆uα1 = 2eu

α
1 − euα2

−∆uα2 = 2eu
α
2 − euα1 (4.5)
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on R2 (actually a complete classification of the solutions of (4.5) on R2 was given in [46]). As
a → +∞ both the components blow-up since uα1 (1/α) −→ +∞ and uα2 (0) −→ +∞. Moreover

one has uα1 −→ −∞ in uniformly on compact subsets on D\{0} and uα2 −→ log
(

8
(2+x2)2

)
in

L∞loc(D\{0}). Thus r2 6≡ 0.

In section 4.3 we will prove that in Theorem 4.1 at least one of the ri’s must always vanish.
Using this and (4.4), we will obtain Theorems 1.17, 1.18 for SU(3) Toda Systems.

4.1 Lower Bounds: A Dual Approach.

Let us consider the convex function Φ(t) = (1 + |t|) log(1 + |t|)− |t| and the space

X :=

{
v : Σ −→ R :

∫
Σ

Φ(v)dvg < +∞
}

endowed with the norm

‖v‖X := inf

{
λ > 0 :

∫
Σ

Φ
(v
λ

)
≤ 1

}
.

(X, ‖ · ‖X) is known as the Orlicz’s space associated to Φ. In particular, for our choice of Φ,
(X, ‖ · ‖X) is a reflexive Banach space. We refer the reader to [75] for a general introduction on
the theory of Orlicz spaces.

Consider now the set

Γ(ρ) =

{
v = (v1, . . . , vn) ∈ XN : vi ≥ 0,

∫
Σ
vidvg = ρi, i = 1, . . . , N

}
(4.6)

and the functional

Ψ(v) :=
∞∑
i=N

∫
Σ
vi (log vi − log hi) dvg −

1

2

N∑
i,j=1

aij

∫
Σ

∫
Σ
G(x, y)vi(x)vj(y)dvg(x)dvg(y). (4.7)

The main goal of this section is to prove that Jρ is bounded from below on H1(Σ)N if and only

if Ψ is bounded from below on Γ(ρ). We shall begin by proving that Ψ is well defined on XN .
A crucial role will be played by the following elementary inequality:

Lemma 4.1. ∀ a ∈ R, b ∈ R+ one has

ab ≤ ea + b log b− b. (4.8)

Proof. It follows from the duality relation between the functions f1(x) = ex and f2(x) = x log x−
x. Specifically, ∀ b > 0 one has

sup
a∈R

(ab− ea) = b log b− b,

which implies the conclusion.
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Lemma 4.2. Let ξ : Σ −→ R be such that eδ|ξ| ∈ L1(Σ) for some δ > 0. For any v ∈ X we
have v, v log |v|, ξv ∈ L1(Σ). Moreover the functional lξ(v) :=

∫
Σ vξdvg is continuous on X.

Proof. Since limt→∞
Φ(t)
t log t = 1, there exists t0 > 1 such that t log t ≤ 2Φ(t) for t ≥ t0. It follows

that ∫
Σ
|v log |v||dvg ≤ C +

∫
{|v|≥t0|}

|v| log |v|dvg ≤ C + 2

∫
Σ

Φ(v)dvg < +∞.

By definition of ‖ · ‖X , if v 6≡ 0, we have∫
Σ

Φ

(
v

‖v‖X

)
dvg ≤ 1,

therefore, using (4.8) we find∣∣∣∣∫
Σ

vξ

‖v‖X
dvg

∣∣∣∣ ≤ 1

δ

∫
Σ

|v|
‖v‖X

log

(
|v|

δ‖v‖X

)
dvg +

∫
Σ
eδ|ξ| ≤ Cδ,ξ +

2

δ

∫
Σ

Φ

(
v

‖v‖X

)
dvg ≤ C̃δ,ξ.

Hence ∣∣∣∣∫
Σ
v ξ dvg

∣∣∣∣ ≤ C̃δ,ξ‖v‖X .
Lemma 4.3. For any v ∈ X. we have∫

Σ

∫
Σ
|G(x, y)||v(x)||v(y)|dvg(x)dvg(y) < +∞.

Proof. Without loss of generality we may assume ‖v‖X > 0. Let us denote

ξ(x) :=

∫
Σ
|G(x, y)||v(y)|dvg(y).

By the properties of the Green function it is possible to find δ > 0 such that

sup
y∈Σ

∫
Σ
e
δ‖v‖L1(Σ)|G(x,y)|

dvg(x) < +∞.

For such δ, applying Jensen’s inequality we find∫
Σ
eδ ξdvg ≤

∫
Σ

∫
Σ
e
δ ‖v‖L1(Σ)|G(x,y)| |v(y)|

‖v‖L1(Σ)
dvg(y)dvg(x) ≤ C

∫
Σ

|v(y)|
‖v‖L1(Σ)

dvg(y) ≤ C.

Therefore eδξ ∈ L1(Σ) and the conclusion follows from Lemma 4.2.

Lemmas 4.2 and 4.3 show that Ψ is well defined on Γ(ρ).
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Lemma 4.4. • If vn ∈ X then

‖vn‖X −→ +∞ =⇒
∫

Σ
vn log vndvg −→ +∞.

• If vn ⇀ v weakly in X, vn ≥ 0 then∫
Σ
v log vdvg ≤ lim inf

n→∞

∫
Σ
vn log vndvg.

Proof. Assume that ‖vn‖X −→ +∞. Since ∀ λ > 1 we have∫
Σ

Φ

(
|vn|
λ

)
dvg ≤

1

λ

∫
Σ

Φ(|vn|)dvg,

we get
∫

Σ Φ(|vn|)dvg −→ +∞. Let us now take t0 such that Φ(t) ≤ 2t log t for t ≥ t0. Clearly∫
{|vn|≤t0}

Φ(|vn|)dvg ≤ |Σ|Φ(t0) =⇒
∫
{|vn|≥t0}

Φ(|vn|)dvg −→ +∞.

Since ∫
{|vn|≥t0}

Φ(|vn|)dvg ≤ 2

∫
{|vn|≥t0}

|vn| log |vn|dvg ≤ 2

∫
Σ
|vn| log |vn|dvg + C

we obtain ∫
Σ
|vn| log |vn|dvg −→ +∞.

Assume now that vn ⇀ v. Let us select a subsequence such that

lim inf
n→∞

∫
Σ
vn log vndvg = lim

k→∞

∫
Σ
vnk log vnkdvg.

By Lemma 4.2 we know that
∫

Σ vnkdvg −→
∫

Σ vdvg, therefore extracting a further subsequence
we may assume vnk −→ v a.e. on Σ. Thus, using Fatou’s Lemma we get∫

Σ
v log vdvg ≤ lim inf

k→∞

∫
Σ
vnk log vnkdvg = lim inf

n→∞

∫
Σ
vn log vndvg.

Let us consider the functional W : HN
0 ×XN −→ H1

0 (Σ) defined by

W (u, v) =
N∑
i=1

∫
Σ
vi log vidvg +

1

2

N∑
i,j=1

aij
∫

Σ
∇ui · ∇uj dvg −

N∑
i=1

∫
Σ

(ui + log hi)vidvg.
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Lemma 4.5. For any u ∈ HN
0 we have

min
v∈Γ(ρ)

W (u, v) = Jρ(u) +
N∑
i=1

ρi log

(
ρi
|Σ|

)
.

Moreover the minimum is attained by the functions

v0,i =
ρihie

ui∫
Σ hie

uidvg
i = 1, . . . , N.

Proof. By Lemmas 4.2, 4.4, Γ(ρ) is a weakly closed subset of X and the functional v −→
W (u, v) is convex and weakly lower semicontinuous on Γ(ρ). Take p > 1 such that hi ∈ Lp(Ω),

i = 1, . . . , N and γ, ε > 0 such that γ + 1
p < 1− ε. By (4.8) we have∫

Σ
(ui + log h)vi dvg ≤

∫
Σ
e
ui
γ dvg + γ

∫
Σ
vi log(γvi)dvg +

∫
Σ
hpdvg +

1

p

∫
Σ
vi log

(
vi
p

)
dvg ≤

≤ Cp,h,γ,ρi +

(
γ +

1

p

)∫
Σ
vi log vidvg.

Therefore we get

W (u, v) ≥ ε
N∑
i=1

∫
Σ
vi log vidvg − Cp,hγ,ρ,ε,u. (4.9)

By Lemma 4.4, this implies the coercivity condition

‖vn‖XN :=
N∑
i=1

‖vi,n‖X −→ +∞ =⇒ W (u, vn) −→ +∞.

Therefore, using standard minimization techniques we find v0 ∈ Γ(ρ) such that

W (u, v0) = min
v∈Γ(ρ)

W (u, v).

Moreover v0 must satisfy

log v0,i − (ui + log hi) = λi i = 1, . . . , N, (4.10)

or, equivalently
v0,i = eλihie

ui i = 1, . . . , N, (4.11)

for some λi ∈ R. Integrating (4.11) over Σ we find

λi = log ρi − log

(∫
Σ
hie

uidvg

)
= log

ρi
|Σ|
− log

(
1

|Σ|

∫
Σ
hie

uidvg

)
. (4.12)

Replacing (4.10), (4.12) into the definition of W (u, v0) we find

W (u, v0) =
1

2

N∑
i,j=1

aij
∫

Σ
∇ui · ∇uj dvg +

N∑
i=1

λi

∫
Σ
vidvg = Jρ(u) +

N∑
i=1

ρi log

(
ρi
|Σ|

)
.

which concludes the proof.
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Lemma 4.6. For any v ∈ Γ(ρ) we have

min
u∈HN

0

W (u, v) = Ψ(v).

Moreover the minimum is attained by the functions u0,i ∈ H0 satisfying

−∆g0u0,i =

N∑
j=1

aij

(
v0,j −

ρj
|Σ|

)
.

Proof. By (4.8) and (1.22) we find that∣∣∣∣∫
Σ

ui
‖∇ui‖2

vi dg

∣∣∣∣ ≤ ∫
Σ
e

ui
‖∇ui‖2 dvg +

∫
Σ
vi log vidvg

≤ C +

∫
Σ
vi log vidvg ≤ Cv.

It follows that

Jρ(u) ≥ 1

θ

N∑
i=1

‖∇ui‖22 − Cv
N∑
i=1

‖∇u‖2 − Cv,hi,A

so that u −→W (u, v) is a coercive and lower semicontinuous functional on H0. Therefore it has
a minimum point u0 ∈ HN

0 which satisfies

N∑
k=1

ajk∆gu0,k + vj = λj j = 1, . . . , N.

Integrating over Σ one finds λj =
ρj
|Σ| , j = 1, . . . N . Multiplying the jth equation for aij and

taking the sum over j we get

−∆gu0,i =

N∑
j=1

aij

(
vj −

ρj
|Σ|

)
.

Integrating by parts and applying Green’s representation formula we have

N∑
i,j=1

aij
∫

Σ
∇u0,i · ∇u0,j dvg =

N∑
i,j=1

aij
∫

Σ

∫
Σ
G(x, y)∆gu0,i(x)∆u0,j(y)dvg(x)dvg(y) =

=
N∑

i,j=1

aij

∫
Σ

∫
Σ
G(x, y)vi(x)vj(y)dvg(x)dvg(y).

Similarly ∫
Σ
vi u0,i dvg =

N∑
j=1

aij

∫
Σ

∫
Σ
vi(x)G(x, y)vj(y)dvg(y)

so that
W (u0, v) = Ψ(v).
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We have so proved the following duality property:

Proposition 4.1.

inf
v∈Γ(ρ)

Ψ(v) = inf
u∈HN

0

Jρ(u) +
N∑
i=1

ρi log

(
ρi
|Σ|

)
.

Moreover existence of minimizers for the two problems is equivalent.

Proof. It follows from
inf

v∈Γ(ρ)
inf

u∈HN
0

W (u, v) = inf
u∈H0

inf
v∈Γ(ρ)

W (u, v).

By Lemmas 4.5, 4.6 the LHS is equal to inf
v∈Γ(ρ)

Ψ and the RHS to inf
u∈H0

Jρ(u) +
N∑
i=1

ρi log

(
ρi
|Σ|

)
.

We can now give a very simple proof of Theorem 1.16.

Proof of Theorem 1.16. Let Γ(ρ), Ψ, be defined as in (4.6), (4.7). For any i = 1, . . . , N let us
denote

Γi :=

{
v ∈ X :

∫
Σ
vdvg = ρi

}
and consider the functionals Ψi : Γi −→ R, J i : H0 −→ R, defined by

Ψi(v) :=

∫
Σ
v log vdvg −

aii
2

∫
Σ

∫
Σ
G(x, y)v(x)v(y)dvg(x)dvg(y),

J i(u) :=
1

2aii

∫
Σ
|∇u|2dvg − ρi log

(
1

|Σ|

∫
Σ
heudvg

)
Applying Proposition 4.1 to J i and Ψi and using (1.23) we find

Ψi is bounded from below on Γi ⇐⇒ J i is bounded from below on H0

⇐⇒ ρi ≤
8π (1 + min {0,min1≤j≤m αij})

aii
.

Clearly

Ψ is bounded from below on Γ(ρ) =⇒ Ψi is bounded from below on Γi i = 1, . . . , N

=⇒ ρi ≤
8π (1 + min {0,min1≤j≤m αij})

aii
i = 1, . . . , N.

On the other hand, since G(x, y) ≥ −C, ∀ v ∈ Γ(ρ) we have

Ψ(v) =

N∑
i=1

Ψi(vi)−
1

2

N∑
i 6=j

aij

∫
Σ

∫
Σ
G(x, y)vi(x)vj(y)dvg(x)dvg(y) ≥ (4.13)

≥
N∑
i=1

Ψi(vi)−
C

2

∑
i 6=j

aijρiρj . (4.14)
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Therefore

Ψ is bounded from below on Γ(ρ) ⇐⇒ Ψi is bounded from below on Γi i = 1, . . . , N

⇐⇒ ρi ≤
8π (1 + min {0,min1≤j≤m αij})

aii
i = 1, . . . , N.

The conclusion follows from Proposition 4.1.

We conclude this section with some remarks on the case of arbitrary positive definite matrices
A. Let us consider the polynomials ΛI,x defined in (1.54).

Lemma 4.7. If there exists I ⊆ {1, . . . , N}, x0 ∈ Σ such that

ΛI,x0(ρ) < 0 then inf
Γ(ρ)

Ψ = −∞ and inf
HN

0

Jρ(u) = −∞.

Proof. Take ϕλ(x) :=

{
λ2

π if x ∈ B 1
λ

(x0)

0 if x ∈ Σ\B 1
λ

(x0).
Then we have

∫
Σ

∫
Σ
G(x, y)ϕλ(x)ϕλ(y)dvg(x)dvg(u) =

λ4

π2

∫
B 1
λ

(x0)

∫
B 1
λ

(x0)
G(x, y)dvg(x)dvg(u) =

=
1

2π
log λ+O(1).

Moreover ∫
Σ
ϕλ logϕλ dvg = 2 log λ+O(1),

∫
Σ
ϕλ dvg = 1 +O(λ−2),

and ∫
Σ
ϕλ log hidvg =

λ2

π

∫
B 1
λ

(x0)
log hi dvg =

= −4αi(x)λ2

∫
B 1
λ

(x0)
G(x0, y)dvg +O(1) =

= −2αi(x) log λ+O(1).

Let us consider v ∈ Γ(ρ) defined by

vi =


ρiϕλ∫

Σ ϕλ dvg0

if i ∈ I
ρi
|Σ|

if i /∈ I.
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Then we have

N∑
i=1

∫
Σ
vi (log vi − log hi) dvg =

∑
i∈I

ρi∫
Σ ϕλdvg

∫
Σ
ϕλ (logϕλ − log hi) dvg +O(1) =

= 2
∑
i∈I

(1 + αi(x))ρi log λ+O(1)

and

N∑
i,j=1

aij

∫
Σ

∫
Σ
G(x, y)vi(x)vj(y)dvg(x)dvg(y) =

N∑
i,j∈I

aijρiρj∫
Σ ϕλdvg

∫
Σ

∫
Σ
G(x, y)ϕλ(x)ϕλ(y)dvg(x)dvg(y)

= − 1

2π

∑
i,j∈I

aijρiρj log λ+O(1).

Therefore

Ψ(v) =
1

4π
ΛI,x0(ρ) log λ+O(1) −→ −∞ as λ→ −∞.

Finally, Proposition 4.1 yields also inf
u∈HN

0

Jρ = −∞.

Under the assumption (1.50) one can argue as in the proof of Theorem 1.16 to show that

Ψ is bounded from below ⇐⇒ ΨIj is bounded from below j = 1, . . . k,

where

ΨI(v) =
∑
i∈I

∫
Σ
vi log vdvg −

∑
i,j∈I

aij
2

∫
Σ

∫
Σ
G(x, y)vi(x)vj(y)dvg(x)dvg ∀ I ⊆ {1, . . . , N}.

This reduces the problem to the case of matrices with nonnegative coefficients. In the regular
case Shafrir and Wolansky [76] proved that, for such matrices, the condition

inf
I,x

ΛI,x ≥ 0

is indeed necessary and sufficient for the boundedness of Jρ and Ψ. It is conjectured that this
should be true also for general matrices and in the presence of singularities.

4.2 A Concentration-Compactness Alternative for Liouville Sys-
tems.

In this section and in the next one, we study blow-up phenomena for sequences of solutions
of (4.1), and give the proof of Theorem 4.1. We will actually work in a slightly more general



4.2. A Concentration-Compactness Alternative for Liouville Systems. 94

setting. Given a matrix A satisfying (1.52), we will consider a sequence un = (u1,n, . . . , uN,n) of
solutions of a Liouville-type system of the form

−∆gui,n =

N∑
j=1

aijVj,ne
uj,n − ci,n i = 1, . . . , N. (4.15)

where
Vi,n = Ki,ne

−4π
∑m
j=1 αi,jGpj (4.16)

with
Ki,n ∈ C∞(Σ), 0 < a ≤ Ki,n ≤ b, αi,n > −1, (4.17)

and

ci,n =
1

|Σ|

N∑
j=1

aij

∫
Σ
Vj,ne

uj,ndvg. (4.18)

We will also assume the condition∫
Σ
Vi,ne

ui,ndvg ≤ C i = 1, . . . , N. (4.19)

which implies the boundedness of ci,n.

Remark 4.1. More generally we could consider

−∆gui,n =

N∑
j=1

aijVj,ne
uj − ψj,n (4.20)

with ψj,n bounded in Ls(Σ) for some s > 1 and∫
Σ
ψj,ndvg =

N∑
j=1

aij

∫
Σ
Vj,ne

ujdvg

Adding to ui,n a solution of {
−∆gvj,n = ψj,n − ψj,n∫

Σ vj,ndvg = 0,
(4.21)

one reduces (4.20) to the case in which ψj,n is constant, that is to (4.15).

For i = 1, . . . , N , let us denote

Si :=

{
x ∈ Σ : ∃{xn}n∈N ⊂ Σ, ui,n(xn) −→

n→+∞
+∞

}
.

the blow-up set of ui,n, and

σi(x) := lim
r→0

lim sup
n→∞

∫
Br(x)

Vi,ne
ui,ndvg.

the local concentration value at x. We will prove the following concentration-compactness result:
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Proposition 4.2. Let A be a symmetric positive definite matrix satisfying (1.52) and assume
ui,n, Vi,n satisfy (4.15)-(4.18). Up to subsequences, one of the following alternatives holds:

(i) (Compactness/Vanishing) For i = 1, . . . , N , u+
i,n is uniformly bounded from above and

either ui,n is bounded in L∞(Σ) or ui,n −→ −∞ uniformly on Σ, i = 1, . . . , N .

(ii) (Blow-up) The blow-up set S := S1∪· · ·∪SN is non-empty and finite and u+
i,n is uniformly

bounded in L∞loc(Σ\Si) ∀ i ∈ {1, . . . , N}. Moreover, for any i we have either ui,n bounded
in L∞loc(Σ\S) or ui,n −→ −∞ locally uniformly in Σ\S.

Furthermore, denoting by µi the weak limit of the sequence of measures Vie
ui,n, one has

µi = ri +
∑
x∈Si

σi(x)δx (4.22)

with ri ∈ L1(Σ) ∩ Lqloc(Σ\Si) ∩ L
∞
loc(Σ\(Si ∪ {p1, . . . , pm})) for some q > 1 and σi(x) ≥

4π
aii

min{1, 1 + αi(x)} ∀x ∈ Si, i = 1, . . . , N .

The proof will be split into several simple steps. We begin with two general Lemmas. The first
one was proved by Brezis and Merle in [18].

Lemma 4.8. Let Ω ⊂ R2 be a bounded open domain and let u ∈ L1
loc(Ω) be a distributional

solution of {
−∆u = f in Ω
u = 0 on ∂Ω

with f ∈ L1(Ω). Then ∀ δ ∈ (0, 4π) we have∫
Ω
e

(4π−δ)|u(x)|
‖f‖1 dx ≤ 4π2

δ
(diam Ω)2.

Proof. Let f̃(x) :=

{
|f | x ∈ Ω
0 x /∈ Ω

be the 0 extension of |f |. We take R = 1
2 diam(Ω) and

consider the function

ũ(x) =
1

2π

∫
BR

log

(
2R

|x− y|

)
f̃(y)dy.

Since ũ solves −∆ũ = f̃ in R2 and ũ ≥ 0 in BR, by the maximum principle we have |u| ≤ ũ in
Ω. Moreover by Jensen’s inequality∫

Ω
e

(4π−δ)|u(x)|
‖f‖1 dx ≤

∫
BR

e
(4π−δ)ũ(x)
‖f‖1 dx ≤

∫
BR

dx

∫
BR

dy

(
2R

|x− y|

)2− δ
2π f̃(y)

‖f‖1
≤

≤
∫
BR

dy
f(y)

‖f‖1

∫
BR

dx

(
2R

|x− y|

)2− δ
2π

.
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Since the function Φ(y) :=
∫
BR

(
2R
|x−y|

)2− δ
2π
dx is radially symmetric and decreasing we may

deduce ∫
Ω
e

(4π−δ)|u(x)|
‖f‖1 dx ≤ Φ(0) =

4π2

δ
22− δ

2πR2 ≤ 4π2

δ
(diam Ω)2 .

The following Lemma is a consequence of Harnack’s inequality. It describes the behavior of ui,n
on Σ\S.

Lemma 4.9. Let Ω ⊆ Σ be a connected open domain and let fn be a bounded sequence in
L1(Ω) ∩ Lqloc(Ω), q > 1. If un is sequence of solutions of −∆gun = fn and u+

n is uniformly
bounded in L∞loc(Ω) then, up to subsequences, one of the following holds:

(i) un is uniformly bounded in L∞loc(Ω);

(ii) un −→ −∞ uniformly on any compact subset of Ω.

Proof. Assume that the second alternative does not hold. Then we can find a point x0 ∈ Ω such
that, up to subsequences, un(x0) ≥ −C. Let K ⊂⊂ Ω be a compact subset of Ω. Since Ω is
connected we can find x1, . . . , xL ∈ Ω and r0, . . . , rL > 0 such that

K ⊂
L⋃
i=0

B ri
2

(xi) ⊂
L⋃
i=0

Bri(xi) ⊂⊂ Ω and B ri
2

(xi)∩B ri+1
2

(xi+1) 6= ∅ for i = 0, . . . , L−1.

Without loss of generality, one can assume that it is possible to take isothermal coordinates in
each of the balls Bri(x0). Let vn be the solution of{

−∆gvn = fn in Br0(x0)
vn = 0 su ∂Br0(x0).

By elliptic estimates we find that vn is uniformly bounded in W 2,q(Br0(x0)) and, since q > 1, in
L∞(Br0(x0)). Being un bounded from above we can find C ′ > 0 such that zn := C ′−un+vn > 0
in Br0(x0). Note that zn is harmonic and inf

B r0
2

(x0)
≤ zn(x0) is bounded from above, thus applying

Harnack’s inequality in local coordinates, we get that zn and un are uniformly bounded in
L∞(B r0

2
). Since B r1

2
(x1) ∩ B r0

2
(x0) 6= ∅, we have sup

B r1
2

(x1)
un ≥ −C. We can so repeat the

argument and find a uniform bound for un in L∞(B r1
2

(x0)). Iterating the procedure we find

uniform bounds for un of each of the balls B ri
2

(xi) and thus on K.

Now we prove the lower bound for the concentration values at blow-up points.

Lemma 4.10. For i = 1, . . . , N , if σi(x0) < 4π
aii

(1 + min{0, αi(x)}) then ∃ r0 > 0 such that u+
i,n

is uniformly bounded in L∞(Br(x0)).
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Proof. Without loss of generality we will consider the case i = 1. Let r0 > 0 be such that∫
Br0 (x0)

V1,ne
u1,ndvg <

4π

a11
(1 + min{0, α1(x0)})

for sufficiently large n. Let us denote

fn := a11V1,ne
u1,n

and write u1,n = zn + wn − ξn where zn and ξn are the solutions of{
−∆gzn = fn in Br0(x0)
zn = 0 on ∂Br0(x0)

and

{
−∆gξn = c1,n in Br0(x0)

ξn = 0 on ∂Br0(x0).

Since ci,n is bounded and fn by elliptice estimates and the maximum principle we have

zn ≥ −C and |ξn| ≤ C. (4.23)

Applying Lemma 4.8 in local coordinates, we find q > 1
1+min{0,α1(x0)} such that ‖eqzn‖L1(Br0 (x)) ≤

C. We claim that V1,n ∈ Ls(Br0(x)) for some s > q′. Indeed, V1,n ∈ L∞(Br0(x0)) if α1(x0) ≥ 0
and and V1,n ∈ Ls for s < −1

α1(x0) if α1(x0) < 0. Since q′ = 1+ 1
q−1 < −

1
α1(x0) the claim is proved.

In particular, by Holder’s inequality we have V1,ne
zn ∈ L1+δ(Br0(x)) for some δ > 0. Observe

now that

−∆gwn =

N∑
j=2

aijVj,ne
uj,n ≤ 0.

Applying the mean value Theorem for subharmonic functions we find

wn(x) ≤ C
∫
B r0

2
(x)
wndvg ≤

∫
Br0 (x0)

w+
n dvg ≤

∫
B r0

2
(x)
u+

1,ndvg + C

∀ x ∈ B r0
2

(x). If we now take θ ∈ (0, 1] such that V −θ1,n is uniformly bounded in L1(Br0(x0)), then∫
Br0 (x0)

u+
1,ndvg ≤

1 + θ

θ

∫
Br0 (x0)

e
θ
θ+1

udvg ≤

≤ C

∫
Br0 (x0)

V
− θ
θ+1

1,n V
θ
θ+1

1,n e
θ
θ+1

u1,ndvg ≤

≤ ‖V −θ11,n‖
1

1+θ

L1(Br0 (x0))
‖V1,ne

u1,n‖
θ

1+θ

L1(Br0 (x0))
≤ C.

Thus wn is uniformly bounded from above in B r0
2

(x0). It follows that

fn = a11V1,ne
znewne−ξn

is uniformly bounded in L1+δ(B r0
2

(x0)). To conclude we consider the solution ṽn of{
−∆gṽn = fn in B r0

2
(x0)

ṽn = 0 on ∂B r0
2

(x0).
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By elliptic estimates ṽn is uniformly bounded in B r0
2

(x0) and, arguing as before, one can prove

that (u1,n − ṽn) is bounded from above in B r0
4

(x0). It follows that u1,n is uniformly bounded

from above in B r0
4

(x0).

Remark 4.2. If Vi,ne
ui,n ⇀ µi as measures, then ∀ x ∈ Σ we have

σi(x) = µi({x}) = lim
r→0

lim inf
n→∞

∫
Σ
Vi,ne

ui,ndvg.

In particular one can have σi(x) ≥ 4π
aii

(1 + min{0, αi(x)}) only for a finite number of points.

Proof. By the properties of the weak convergence of measures we have

µi(Br(x)) ≤ lim inf
n→∞

∫
Br(x)

Vne
undvg ≤ lim sup

n→∞

∫
Ω
Vne

undvg ≤ µi(Br(x)).

Since lim
r→0

µi(Br(x)) = lim
r→0

µi(Br(x)) = µi({x}), the conclusion follows by taking the limit as

r → 0.

We can thus characterize the blow-up set Si as the set of points in which σi is positive.

Lemma 4.11. Assume that Vi,ne
ui,n ⇀ µi as measures. The following conditions are equivalent:

• x0 ∈ Si;

• σi(x0) ≥ 4π
aii

(1 + min{0, αi(x0)});

• σi(x0) > 0.

Moreover Si is finite and u+
i,n is uniformly bounded in L∞loc(Σ\Si) for i = 1, . . . , N .

Proof. By Lemma 4.10 the first condition implies the second and clearly the second implies
the third one. Moreover, by Remark 4.2, σi(x0) > 0 implies sup

Br(x0)
un −→ +∞ ∀ r > 0.

Let us choose r0 > 0 such that Br0(x0)\{x0} does not contain any point such that σi(x) ≥
4π
aii

(1 + min{0, αi(x)}). Then using Lemma 4.10 we find sup
Br0\Br(x0)

ui,n ≤ C. Therefore, taking

xn ∈ Br0(x0) such that un(xn) = sup
Br0 (x0)

un, we have un(xn) −→ +∞ and xn −→ x0. This shows

that x0 ∈ Si and proves the equivalence of the three conditions. The finiteness of Si and the
bound on u+

i,n follow from Remark 4.2 and Lemma 4.10.

The following Lemma describes the limit measures µ1, . . . , µN .



4.2. A Concentration-Compactness Alternative for Liouville Systems. 99

Lemma 4.12. Let q > 1 be such that Vi,n ∈ Lq(Σ) i = 1, . . . , N . Then ∃ ri ∈ L1(Σ) ∩
Lqloc(Σ\Si) ∩ L

∞
loc(Σ\(Si ∪ {p1, . . . , pm})) such that

µi =
∑
x∈Si

σi(x)δx + ri. (4.24)

Proof. First we observe that µ|Σ\Si is absolutely continuous with respect to the Riemannian
measure. Let Ωk ⊂⊂ Σ\Si be an increasing sequence of open subsets of Σ such that Σ\Si =
∪∞k=1Ωk. Let E ⊆ Σ\Si be such that |E| = 0 and take Ek = E ∩ Ωk. If {Alk} is a sequence of
opens sets such that Ek ⊆ Alk ⊆ Ωk and |Alk| −→ 0 as l→ 0. Then ∀ l, k, using the boundednes
of u+

i,n on Ωk, we get

µi(Ek) ≤ µi(Alk) ≤ lim inf
n→∞

∫
Alk

Vi,ne
ui,ndx ≤ ‖eui,n‖L∞(Ωk)‖Vi,n‖Lq(Ω)|Alk|

1
q′ ≤ C(k)|Alk|

1
q′ .

As l → 0 we find µi(Ek) = 0 ∀ k and thus µi(E) = 0. By the Radon-Nikodym Theorem we
can find ri ∈ L1(Σ) such that 4.24 holds. Moreover, since Vi,ne

ui,n is bounded in Lqloc(Σ\Si) ∩
L∞loc(Σ\(Si ∪ {p1, . . . , pm})), ri ∈ Lqloc(Σ\Si) ∩ L

∞
loc(Σ\(Si ∪ {p1, . . . , pm})).

We stress that Lemma 4.12 holds also if Si = ∅.

Proof of Proposition 4.2. By Lemmas 4.11, u+
i,n is uniformly bounded in L∞loc(Σ\Si). If S1 =

· · · = SN = ∅ then, by lemma 4.9, we have (i). If instead S = S1 ∪ . . . ∪ SN 6= ∅ then, for any
i ∈ {1, . . . , N}, −∆gui,n is uniformly bounded in L∞loc(Σ\S) and, again by Lemma 4.9, we have
either ui,n −→ −∞ locally uniformly or ui,n uniformly bounded in L∞loc(Σ\S). Finally (4.24)
follows from Lemma 4.12.

The following was also observed in [61].

Remark 4.3. If there exists x0 ∈ Si\ ∪j 6=i Sj then ri ≡ 0.

Proof. In local isothermal coordinates around x0 we have

−∆ui,n = |x|2αi(x0)Ṽi,ne
2ui,n + ψi,n

in Dr0 with 0 < c1 ≤ Ṽi,n ≤ c2 and ψi,n ∈ Lq(Dr0) for some q > 1. Thus one can exploit
the results in [8] and [5] to prove that ui,n −→ −∞ uniformly in Dr0 . This proves that ui,n
cannot be uniformly bounded in L∞loc(Σ\S) and thus ui,n −→ −∞ locally uniformly in Σ\S. In
particular ri ≡ 0.

Proof of Theorem 4.1. We apply Proposition 4.2 to the functions

wi,n := ui,n − log

∫
Σ
hie

ui,ndvg + log ρi,n (4.25)
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which solve

−∆gwi,n =
N∑
j=1

aij (hje
wj,n − ρj)

and ∫
Σ
hie

wi,ndvg = ρi,n i = 1, . . . , N.

If w+
i,n is bounded in L∞(Σ) ∀ i ∈ {1, . . . , N},then −∆gui,n is bounded in Lq(Σ) for some q > 1

and by elliptic estimates we get a uniform bound for un in W 2,q(Σ). Otherwise, since by Jensen’s
inequality we get ∫

Σ
hje

ui,ndvg ≥ |Σ|e
1
|Σ|
∫
Σ log hjdvg > 0,

we get (ii) with S1, . . . , SN equal to the blow-up sets of wi,n.

4.3 Mass quantization for the SU(3) Toda System

In order to prove Theorems 1.17 and 1.18 we need to prove the vanishing of at least one of the
residual terms ri in Theorem 4.1 and Proposition 4.2. As in the previous section, we will assume
that ui,n and Vi,n satisfy (4.15)-(4.18). In addition to (4.17) we will assume

Ki,n −→ Ki,0 in C1(Σ), i = 1, . . . , N. (4.26)

We shall also denote
Vi,0 = Ki,0e

−4π
∑m
j=1,αijGpj .

As a first thing, we can show that the profile of ui,n − ui,n near blow-up points resembles a
combination of Green’s functions:

Lemma 4.13. ui,n−ui,n −→
∑N

j=1

∑
x∈Sj aijσj(x)Gx + si in L∞loc(Σ\S) and weakly in W 1,q(Σ)

for any q ∈ (1, 2) with esi ∈ Lp(Σ) ∀p ≥ 1.

Proof. If q ∈ (1, 2) ∫
Σ
∇ui,n · ∇ϕdvg ≤ ‖∆ui,n‖L1(Σ)‖ϕ‖∞ ≤ C‖ϕ‖W 1,q′ (Σ)

∀ ϕ ∈ W 1,q′(Σ) with
∫

Σ ϕ = 0, hence one has ‖∇ui,n‖Lq(Σ) ≤ C. In particular ui,n − ui,n
converges to a function wi ∈W 1,q(Σ) weakly in W 1,q(Σ) ∀q ∈ (1, 2).
The limit functions wi are distributional solutions of

−∆gwi =

N∑
j=1

aij

rj +
∑
x∈Sj

σj(x)δx

− ci,
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where

ci = lim
n→∞

ci,n =
1

|Σ|

N∑
j=1

aij

∫
Σ
rjdvg +

∑
x∈Sj

σj(x)

 .

In particular si := wi −
∑N

j=1

∑
x∈Sj aijσj(x)Gx solves

−∆gsi =

N∑
j=1

aij

rj +
1

|Σ|
∑
x∈Sj

σj(x)

− ci =

N∑
j=1

aij (rj − rj) .

Since −∆gsi ∈ L1(Σ) we can exploit Remark 2 in [18] to prove that esi ∈ Lp(Σ) ∀ p ≥ 1.
The convergence in L∞loc(Σ\S) follows by elliptic estimates and the boundedness of −∆gui,n in
Lqloc(Σ\S), q > 1.

The following Lemma shows the main difference between the case of vanishing and non-vanishing
residual.

Lemma 4.14.

• ri ≡ 0 =⇒ ui,n −→ −∞.

• ri 6≡ 0 =⇒ ui,n is bounded.

Proof. First of all, ui,n is bounded from above due to Jensen’s inequality.
Now, take any non-empty open set Ω ⊂⊂ Σ\S.∫

Ω
Vi,ne

ui,ndvg = eui,n
∫

Ω
Vi,ne

ui,n−ui,ndvg

and by Lemma 4.13 and (4.26)∫
Ω
Vi,ne

ui,n−ui,ndvg −→
n→+∞

∫
Ω
Vi,0e

∑N
j=1

∑
x∈Sj

aijσj(x)Gx+si
dvg ∈ (0,+∞).

On the other hand, ∫
Ω
Vi,ne

ui,ndvg −→
n→+∞

µi(Ω) =

∫
Ω
ri(x)dvg(x).

If ri ≡ 0 one has ui,n −→ −∞. If instead ri 6≡ 0, choosing Ω such that
∫

Ω ridvg > 0 we must
have ui,n necessarily bounded.

Remark 4.4. From the previous two lemmas, we can write ri = V̂ie
si, where

V̂i := Vi,0e
limn→+∞ ui,ne

∑N
j=1

∑
x∈Sj

aijσj(x)Gx

satisfies V̂i ∼ d(·, x)2αi(x)−
∑N
j=1 aijσj(x)

2π around each x ∈ Si, provided ri 6≡ 0.



4.3. Mass quantization for the SU(3) Toda System 102

Now we state a technical Lemma that will be needed in the proof of Lemma 4.16.

Lemma 4.15. Let A be a symmetric positive definite L × L matrix, then there exists γ =
(γ1, . . . , γL) ∈ RL such that

• γi ≥ 0, i = 1, . . . , L;

•
L∑
i=1

γiaij ≥ 0 j = 1, . . . L

•
L∑
i=1

γi = 1.

Proof. Let us consider the set E := {x ∈ RL : xA ≥ 0, x ≥ 0} and the linear map F : RL −→ R,
F (x) := x1 + . . .+ xL. Clearly one has either supx∈E F = +∞ or F (0) = supx∈E F = 0. In the
former holds, then there exists x ∈ E, x 6= 0 and we can conclude by taking γ = x∑L

i=1 xi
. In the

latter case, by the Strong Duality Theorem in Linear Programming, there exists y ∈ RL\{0}
such that y ≥ 0 and

∑L
j=1 aijyj ≤ −1 for j = 1, . . . , L. But then we would have

y ·Ay =
L∑

i,j=1

yiaijyj ≤ 0

which contradicts the assumptions on A.

The key Lemma is an extension of Chae-Ohtsuka-Suzuki [23] to the singular case. Basically, it
gives necessary conditions on the σi’s to have non-vanishing residual.

Lemma 4.16. For i = 1, . . . , N we have si ∈ W 2,p(Σ), p > 1. Moreover, if
∑N

j=1 aijσj(x0) ≥
4π(1 + αi(x0)) for some x0 ∈ Si, then ri ≡ 0.

Proof. If all the ri’s are identically zero, then also all the si’s are identically zero and there is
nothing to prove.
Assume that ri 6= 0 for some i ∈ {1, . . . , N}. Up to reordering the indices, we can assume
r1, . . . , rL0 6≡ 0 and rL0+1, . . . , rN ≡ 0, for some L0 ∈ {1, . . . , N}. Observe that{

−∆gsi =
∑L0

i=1 aij (rj − rj) 1 ≤ i ≤ L0

si ≡ 0 L0 + 1 ≤ i ≤ N.

We have to prove that for i = 1, . . . , L0 one has

x0 ∈ Si =⇒
N∑
j=1

aijσj(x0) < 4π(1 + αi(x0)) and si ∈W 2,q(Br(x0)), q > 1, r > 0.
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Take x0 ∈ S1 ∪ · · · ∪ SL0 . Up to relabeling the indices, we can assume x0 ∈ S1 ∩ · · · ∩ SL and
x0 /∈ SL+1 ∪ · · · ∪ SL0 , for some 1 ≤ L ≤ L0. Observe that this implies ri ∈ Lq(Br0(x0)) and
si ∈ W 2,q(Br0(x0)) for L + 1 ≤ i ≤ L0. Let us consider the L × L matrix AL := (ai,j)1≤i,j≤L.
Since AL is symmetric and positive definite, by Lemma 4.15 we can find γ1, . . . , γL ≥ 0 such
that

∑L
j=1 γiaij ≥ 0 and

∑L
j=1 γj = 1. Then, being G(x, y) ≥ −C, we have for x ∈ B r0

2
(x0)

L∑
i=1

γisi =

L∑
i=1

L0∑
j=1

γiaij

∫
Σ
G(x, y)rj(y)dvg(y) =

=
L∑
i=1

L∑
j=1

γiaij

∫
Σ
G(x, y)rj(y)dvg(y) +

L∑
i=1

L0∑
j=L+1

γiaij

∫
Σ
G(x, y)rj(y)dvg(y) ≥

≥ −C
L∑

i,j=1

γiaij

∫
Σ
rjdvg +

L∑
i=1

L0∑
j=L+1

γiaij

∫
Br0 (x0)

G(x, y)rj(y)dvg(y)− C ≥

≥ −C −
L∑
i=1

|aij |γi
L0∑

j=L+1

sup
z∈Σ
‖G(·, z)‖Lq′ (Σ)‖rj‖Lq(Br(x0)) ≥ −C ′.

Therefore, using the convexity of t→ et we get

e−C
′
∫

Σ
min

{
V̂1, . . . , V̂L

}
dvg ≤

∫
Σ

min
{
V̂1, . . . , V̂L

}
e
∑L
i=1 γisidvg ≤

≤
L∑
i=1

γi

∫
Σ
V̂ie

sidvg =
L∑
i=1

γi

∫
Σ
ridvg < +∞. (4.27)

By Remark 4.4 we must have
∑N

j=1 aijσj(x0) < 4π(1+αi(x0)) and ri ∈ Lq̃(B r0
2

(x0)) for some i ∈
{1, . . . , L}. Suppose, without loss of generality, that this is true for i = L. Reducing eventually
q, we have ri ∈ Lq(B r0

2
(x0)) and si ∈ W 2,q(B r0

2
(x0)) for i = L, . . . , L0. The procedure can be

iterated to prove that
∑N

j=1 aijσj(x0) < 4π(1 + αi(x0)) for i = 1, . . . , L and ri ∈ Lp(Br(x0)),

w ∈W 2,p(Br(x0)) for any i and for small r. Hence, being x0 an arbitrary point in S, the proof
is complete.

Remark 4.5. By Remark 4.4 and Lemma 4.16 one finds that if si 6≡ 0, then −∆gsi ≈
d(·, x0)2β(x0) where β(x0) = α(x0) − 1

2

∑N
i=1 aijσj(x0) > −1 near each point x0 ∈ S. Then,

one can argue as in the proof of Lemma 2.8 to prove that near x0

• |∇si(x)| = O(d(x, x0)2β(x0)) if β(x0) < −1
2 ;

• |∇si(x)| = O(− log d(x, x0)) if β(x0) = −1
2 ;

• |∇si(x)| ≤ C if β(x0) > −1
2 .
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In any case one has

lim
r→0

∫
∂Br(x0)

r|∇si|2dvg = 0 ∀ i ∈ {1, . . . , N}, x0 ∈ S.

From Lemmas 4.13 and 4.16 we can deduce, through a Pohozaev identity, the following infor-
mation about the local blow-up values.

Lemma 4.17. If x0 ∈ S then

N∑
i,j=1

aijσi(x0)σj(x0) = 8π

N∑
i=1

(1 + αi(x0))σi(x0). (4.28)

Proof. Let us take local isothermal coordinates on Dδ0 in which x0 corresponds to 0. In these
coordinates ui,n satisfies

−∆ui,n =

N∑
j=1

aij Ṽi,ne
ui,n + ψi,n

with ψi,n ∈ C1(Dδ0) and Ṽi,n = |x|2αi(x0)K̃i,n where K̃i,n −→ K̃i,0 in C1(Dδ0), K̃i,0 > 0.
Moreover by Lemmas 4.13, 4.16 and Remark 4.5 we have

ui,n − ui,n −→
N∑
j=1

aijσj(x0)Gx0 + s̃i in C1
loc(Dδ0\{0}) (4.29)

with s̃i ∈W 2,q(Dδ0) and

lim
r→0

r

∫
∂Dr

|∇s̃i|2dσ = 0. (4.30)

Integrating by parts on Dr for r ∈ (0, δ0) we get

N∑
i,j=1

aij
(
−
∫
Dr

∆ui,n∇uj,n · x dx+ r

∫
∂Dr

∂ui,n
∂ν

∂uj,n
∂ν

dσ

)
=

N∑
i,j=1

aij
∫
Dr

∇ui,n·∇ (∇uj,n · x) dx =

=
N∑

i,j=1

aij
∫
Dr

(
1

2
∇ (∇ui,n · ∇uj,n) · x+∇ui,n · ∇uj,n

)
dx =

=
1

2

N∑
i,j=1

aijr

∫
∂Dr

∇ui,n · ∇uj,ndσ
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On the other hand we have

−
N∑

i,j=1

aij
∫
Dr

∆ui,n∇uj,n · x dx =
N∑
k=1

∫
Dr

Ṽk,ne
uk,n∇uk,n · xdσ +

N∑
i,j=1

aij
∫
Dr

ψi,n∇uj,n · x dx

=

N∑
k=1

r

∫
∂Dr

Ṽk,ne
uk,ndσ −

N∑
k=1

∫
Dr

(
Ṽk,n +∇Ṽk,n · x

)
eui,ndx

+
N∑

i,j=1

aij
∫
Dr

ψi,n∇uj,n · x dx

thus we obtain the Pohozaev-type identity

N∑
i,j=1

aij
∫
∂Dr

r

(
∂ui,n
∂ν

∂uj,n
∂ν

− 1

2
∇ui,n · ∇uj,n

)
dσ +

N∑
k=1

r

∫
∂Dr

Ṽk,ne
uk,ndσ =

=

N∑
k=1

∫
Dr

(
Ṽk,n +∇Ṽk,n · x

)
eui,ndx−

N∑
i,j=1

aij
∫
Dr

ψi,n∇uj,n · x dx. (4.31)

Using (4.29) we find

lim
n→∞

r

∫
∂Dr

∇ui,n · ∇uj,ndσ = r

N∑
k,l=1

aikajlσk(x0)σl(x0)

∫
∂Dr

|∇Gx0 |2dσ + r

∫
∂Dr

∇s̃i · ∇s̃jdσ +

+ r
N∑
k=1

σk(x0)

(
aik

∫
∂Dr

∇Gx0 · ∇s̃j + ajk

∫
∂Dr

∇Gx0 · ∇s̃i
)
dσ.

therefore, by (4.30),

lim
r→0

lim
n→∞

r
N∑

i,j=1

aij

∫
∂Dr

∇ui,n · ∇uj,ndσ =
N∑

i,j=1

aijσi(x0)σj(x0). (4.32)

Similarly

lim
r→0

lim
n→∞

r
N∑

i,j=1

aij
∫
∂Dr

∂ui,n
∂ν

∂uj,n
∂ν

dσ =
N∑

i,j=1

aijσi(x0)σj(x0). (4.33)

We also claim that

lim
r→0

lim
n→∞

r

∫
∂Dr

Ṽi,ne
ui,ndx = 0 i = 1, . . . , N. (4.34)

If ri ≡ 0 this follows by Lemmas 4.14, 4.13 (actually the limit in n is 0 for any r sufficiently
small). If instead ri 6= 0 then by Lemma 4.16 we have

∑N
j=1 aijσj < 4π(1 + αi(x0)) so that

lim
n→∞

r

∫
∂Dr

Ṽi,ne
ui,ndx = r

∫
∂Dr

|x|2αi(x0)Ki,0e
limn→∞ ui,ne

∑N
j=1 aijσjGx0+s̃idσ =

= O
(
r2(1+α(x0))−

∑N
j=1 aijσj

)
r→0−→ 0.
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Since ∇Ṽi,n · x = 2α(x0)Ṽi,n + |x|2α(x0)∇K̃i,n · x, if r is sufficiently small we get

lim
n→∞

∫
Dr

(
2Ṽi,n +∇Ṽi,n · x

)
eui,ndvg = 2(1 + αi(x0))σi(x0) +

+

∫
Dr

(
2(1 + αi(x0))K̃i,0 +∇K̃i,0 · x

)
|x|2αi(x0)s̃idx

so that

lim
r→0

lim
n→∞

∫
Dr

(
2Ṽi,n +∇Ṽi,n · x

)
eui,ndvg = 2(1 + αi(x0))σi(x0) i = 1, . . . , N. (4.35)

Finally we have

lim
n→∞

∫
Dr

ψi,n∇uj,n ·x dx =

∫
Dr

ψi,n

N∑
k=1

ajkσk(x0)∇Gx0 ·x dx+

∫
Dr

ψi,n∇s̃j ·x dx = O(r) (4.36)

which implies

lim
r→0

lim
n→∞

∫
Dr

ψi,n∇ui,n · x dx = 0. (4.37)

Using (4.31) - (4.37) we find

1

4π

N∑
i,j=1

aijσi(x0)σj(x0) = 2
N∑
k=1

(1 + αk(x0))σ(x0).

Lemma 4.18. If x0 ∈ S, then there exists i such that
∑N

j=1 aijσj(x0) ≥ 4π(1 + αi(x0)).

Proof. Suppose the statement is not true. Then

N∑
j=1

aijσj(x0) < 4π(1 + αi(x0)) i = 1, . . . N. (4.38)

Multiplying the ith equation by σi(x0) and taking the sum over i one finds

N∑
i,j=1

aijσi(x0)σj(x0) < 4π
N∑
j=1

(1 + αj(x0))σj(x0)

which contradicts Lemma 4.17.
For N = 2, the scenario is described by the picture.
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Figure 4.1: The algebraic conditions (4.38), (4.28) satisfied by σ1(x0), σ2(x0)

Corollary 4.1. Suppose un satisfies (4.15)-(4.18) and that (4.26) holds. If S 6= ∅ then (4.22)
holds with ri ≡ 0 for some i ∈ {1, . . . , N}. In particular there exists i such that

lim
n→∞

∫
Σ
Vi,ne

ui,ndvg =
∑
x∈Si

σi(x).

Similarly we get:

Corollary 4.2. Let un be a sequence of solutions of (4.1) with ρi = ρi,n −→ ρi, i = 1, . . . , N .
If alternative (ii) holds in Theorem 4.1, then ri ≡ 0 for some i. In particular there exists
i ∈ {1, . . . , N} such that ρi =

∑
x∈Si σi(x).

Proof. As in the proof of Theorem 4.1, it is sufficient to apply Corollary 4.1 to the functions wi
defined in (4.25).

We can so prove the compactness condition for the SU(3) Toda System.

Proof of Theorems 1.17 and 1.18.

Assume N = 2 and A =

(
2 −1
−1 2

)
. Let un be a sequence of solutions of (4.1) with ρi =

ρi,n −→
n→+∞

ρi and
∫

Σ u1,ndvg =
∫

Σ u2,ndvg = 0. If u1,n, u2,n are both uniformly bounded in

W 2,p(Σ), then un is compact in H1(Σ).
Otherwise, from Corollary 4.2 we must have ρi =

∑
x∈Si σi(x) for some i ∈ {1, 2}. In the regular

case, from Theorem B follows that ρi must be an integer multiple of 4π, hence the proof of
Theorem 1.17 is complete.
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In the singular case, local blow-up values at regular points are still multiples of 4π, whereas for
any j = 1, . . . , l there exists a finite Γj such that (σ1(pj), σ2(pj)) ∈ Γj . Therefore, it must hold

ρi ∈ Λi :=

4πk +

l∑
j=1

njσj , k ∈ N, nj ∈ {0, 1}, σj ∈ Πi(Γj)

 ,

where Πi is the projection on the ith component; being Λi discrete we can also conclude the
proof of Theorem 1.18.
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[30] Wen Xiong Chen. A Trüdinger inequality on surfaces with conical singularities. Proc.
Amer. Math. Soc., 108(3):821–832, 1990.

[31] Wen Xiong Chen and Congming Li. Classification of solutions of some nonlinear elliptic
equations. Duke Math. J., 63(3):615–622, 1991.

[32] Shiing Shen Chern and Jon G. Wolfson. Harmonic maps of the two-sphere into a complex
Grassmann manifold. II. Ann. of Math. (2), 125(2):301–335, 1987.

[33] M. Chipot, I. Shafrir, and G. Wolansky. On the solutions of Liouville systems. J. Differential
Equations, 140(1):59–105, 1997.
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tions and their Applications, 72. Birkhäuser Boston, Inc., Boston, MA, 2008. An analytical
approach.

[82] Cyril Tintarev. Trudinger-Moser inequality with remainder terms. J. Funct. Anal.,
266(1):55–66, 2014.

[83] Marc Troyanov. Prescribing curvature on compact surfaces with conical singularities. Trans.
Amer. Math. Soc., 324(2):793–821, 1991.

[84] Neil S. Trudinger. On imbeddings into Orlicz spaces and some applications. J. Math. Mech.,
17:473–483, 1967.

[85] Anatoly Tur and Vladimir Yanovsky. Point vortices with a rational necklace: new exact
stationary solutions of the two-dimensional Euler equation. Phys. Fluids, 16(8):2877–2885,
2004.

[86] Guofang Wang. Moser-Trudinger inequalities and Liouville systems. C. R. Acad. Sci. Paris
Sér. I Math., 328(10):895–900, 1999.

[87] Yisong Yang. Solitons in field theory and nonlinear analysis. Springer Monographs in
Mathematics. Springer-Verlag, New York, 2001.

[88] Yunyan Yang. A sharp form of the Moser-Trudinger inequality on a compact Riemannian
surface. Trans. Amer. Math. Soc., 359(12):5761–5776 (electronic), 2007.

[89] Yunyan Yang. Extremal functions for Trudinger-Moser inequalities of Adimurthi-Druet
type in dimension two. J. Differential Equations, 258(9):3161–3193, 2015.


	Introduction
	Onofri-Type Inequalities for the First Critical Parameter
	Extremal Functions and Improved Inequalities.
	Systems of Liouville-type Equations.

	Onofri Type Inequalities for Singular Liouville Equations
	Preliminaries and Blow-up Analysis
	A Lower Bound
	An Estimate From Above
	Onofri's Inequalities on S2
	Spheres with Positive Order Singularities

	Extremal Functions for Singular Moser Trudinger Embeddings
	Onofri-type Inequalities for Disks.
	A Carleson-Chang Type Estimate.
	Subcritical Problems, Notations and Prelimiaries
	Blow-up Analysis for the Critical Exponent.
	Test Functions and Existence of Extremals.

	Sharp Inequalities and Mass-Quantization for Singular Liouville Systems
	Lower Bounds: A Dual Approach. 
	A Concentration-Compactness Alternative for Liouville Systems.
	Mass quantization for the SU(3) Toda System


