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Abstract

The present Ph.D. thesis is devoted to the study of positive solutions to
indefinite problems. In particular, we deal with the second order nonlinear
differential equation

u′′ + a(t)g(u) = 0,

where g : [0,+∞[ → [0,+∞[ is a continuous nonlinearity and a : [0, T ] → R
is a Lebesgue integrable sign-changing weight. We analyze the Dirichlet,
Neumann and periodic boundary value problems on [0, T ] associated with
the equation and we provide existence, nonexistence and multiplicity results
for positive solutions.

In the first part of the manuscript, we investigate nonlinearities g(u)
with a superlinear growth at zero and at infinity (including the classical
superlinear case g(u) = up, with p > 1). In particular, we prove that there
exist 2m − 1 positive solutions when a(t) has m positive humps separated
by negative ones and the negative part of a(t) is sufficiently large. Then, for
the Dirichlet problem, we solve a conjecture by Gómez-Reñasco and López-
Gómez (JDE, 2000) and, for the periodic problem, we give a complete answer
to a question raised by Butler (JDE, 1976).

In the second part, we study the super-sublinear case (i.e. g(u) is super-
linear at zero and sublinear at infinity). If a(t) has m positive humps sepa-
rated by negative ones, we obtain the existence of 3m − 1 positive solutions
of the boundary value problems associated with the parameter-dependent
equation u′′+λa(t)g(u) = 0, when both λ > 0 and the negative part of a(t)
are sufficiently large.

We propose a new approach based on topological degree theory for lo-
cally compact operators on open possibly unbounded sets, which applies for
Dirichlet, Neumann and periodic boundary conditions. As a byproduct of
our method, we obtain infinitely many subharmonic solutions and globally
defined positive solutions with complex behavior, and we deal with chaotic
dynamics. Moreover, we study positive radially symmetric solutions to the
Dirichlet and Neumann problems associated with elliptic PDEs on annular
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viii Abstract

domains. Furthermore, this innovative technique has the potential and the
generality needed to deal with indefinite problems with more general differ-
ential operators. Indeed, our approach apply also for the non-Hamiltonian
equation u′′ + cu′ + a(t)g(u) = 0. Meanwhile, more general operators in
the one-dimensional case and problems involving PDEs will be subjects of
future investigations.
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Introduction

In the present manuscript we present some recent existence and multi-
plicity results for positive solutions to boundary value problems associated
with second order nonlinear indefinite differential equations, obtained during
my Ph.D. studies in [30, 31, 32, 78, 79, 80, 81, 82, 83, 84].

More precisely, we deal with the ordinary differential equation

u′′ + q(t)g(u) = 0, (I-1)

where g : [0,+∞[ → [0,+∞[ is a continuous nonlinearity and q : [0, T ] → R
is a Lebesgue integrable sign-changing weight.

The terminology “indefinite”, meaning that q(t) is of non-constant sign,
was probably introduced in [11] dealing with a linear eigenvalue problem and
with [107] it has become very popular also in nonlinear differential problems,
especially when g(u) is a superlinear function (i.e. g(u) ∼ up with p > 1).

Our main goal is to find positive solutions (in the Carathéodory sense)
of the Dirichlet, Neumann and periodic boundary value problems associated
with an equation of the form (I-1).

The study of indefinite ODEs was initiated in 1965 by Waltman (see
[179]), considering oscillatory solutions for

u′′ + q(t)u2n+1 = 0, n ≥ 1,

and starting from the Eighties (see [14, 107]) a great deal of attention has
been devoted to the investigation of nonlinear boundary value problems
with a sign-indefinite weight, especially in connection to partial differential
equations of the form

−∆u = q(x)g(u). (I-2)

It is worth noting that equations of this type arise in many models concerning
mathematical ecology, differential geometry and mathematical physics, for
which only non-negative solutions make sense. However, the investigation
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xvi Introduction

of these problems has its own interest from the point of view of the applica-
tion of the methods of nonlinear analysis to ordinary differential equations,
partial differential equations, and dynamical systems.

A strong motivation also comes from the search of stationary solutions
of parabolic equations arising in different contexts, such as population dy-
namics and reaction-diffusion processes (see, for instance, [1] for a recent
survey in this direction).

As an example, in [120, 143] (see also [106, ch. 10]) the authors introduced
the following model for two types of genes (alleles) A1, A2

ut = d∆u+ q(x)u2(1− u) in Ω× ]0,+∞[

∂u

∂ν
= 0 on ∂Ω× ]0,+∞[,

(I-3)

where Ω ⊆ RN and q(x) is a sign-changing weight. The function u(t, x)
represents the frequency of the allele A1 at time t and place x in the habitat
Ω (therefore one have to assume 0 ≤ u ≤ 1). The term ∆u is the effect of
population dispersal, d > 0 is the ratio of the migration rate to the intensity
of selection, and the Neumann boundary condition means that there is no
flux of genes across the boundary ∂Ω (see [143] for more details). In order
to investigate the steady-state (stationary) solutions of (I-3) we have to deal
with positive solutions of the Neumann boundary value problem

d∆u+ q(x)u2(1− u) = 0 in Ω

∂u

∂ν
= 0 on ∂Ω,

which evidently involves an equation of the form (I-2).

Another possible example in this direction is given by differential equa-
tions involving Ricker’s nonlinearity

g(u) := ek(1−u).

This function plays an important role in models for population dynamics of
fisheries, and more precisely in the study of the salmon’s proliferation (see,
for instance, [160]).

Superlinear problems: Dirichlet boundary conditions

We start our investigations from nonlinearities g(s) which have a super-
linear growth at zero and at infinity. Boundary value problems of this form
are usually named of superlinear indefinite type (cf. [19]).

In the past twenty years a great deal of existence and multiplicity results
have been reached in this context, mainly with respect to Dirichlet problems



Introduction xvii

of the form {
−∆u = f(x, u) in Ω

u = 0 on ∂Ω.
(I-4)

For instance, we mention [4, 7, 19, 20] and also [153, 154] for a more com-
plete list of references concerning different aspects related to the study of
superlinear indefinite problems, including the case of non-positive oscillating
solutions.

Typically, the right-hand side of (I-4) takes the form

f(x, s) = λs+ q(x)g(s),

with λ a real parameter. In some cases also the weight function q(x) depends
on a parameter which plays the role of strengthening or weakening the pos-
itive (or negative) part of the coefficient q(x) (see [14, 118]). Accordingly,
for the one-dimensional case, sometimes q(t) is expressed as depending on a
parameter µ > 0 in this manner:

q(t) = aµ(t) := a+(t)− µa−(t), (I-5)

where a : [0, T ]→ R and, as usual, a+(t) and a−(t) are the positive part and
the negative part of a(t), respectively.

The starting point for our investigation is [92]. In this paper, Gaudenzi,
Habets and Zanolin proved the existence of at least three positive solutions
for the two-point boundary value problem associated with

u′′ + aµ(t)up = 0, p > 1, (I-6)

when aµ(t) has two positive humps separated by a negative one, provided
that µ > 0 is sufficiently large. Their technique of proof, based on the shoot-
ing method, has been generalized in [94] in order to provide the existence
of seven positive solutions for (I-6) (for the Dirichlet problem and with µ
large) when a(t) has three positive humps separated by two negative ones.
Generally speaking, this fact suggests the existence of 2m − 1 positive so-
lutions (for µ large) when the weight function exhibits m positive humps
separated by m − 1 negative ones. It is interesting to observe that already
in [100], for the one-dimensional case and

f(t, s) = λs+ a(t)up, p > 1,

Gómez-Reñasco and López-Gómez conjectured this result (for λ < 0 suffi-
ciently small) based on some numerical evidence.

More recently, Bonheure, Gomes and Habets in [27] extended the multi-
plicity theorem in [94] to the PDEs setting and they obtained a result about
2m − 1 positive solutions for the problem{

−∆u = q(x)up in Ω

u = 0 on ∂Ω,
(I-7)
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using a variational technique. In this context, Ω ⊆ RN is an open bounded
domain of class C1 and 1 < p < (N + 2)/(N − 2) if N ≥ 3. Also for (I-7) the
multiplicity result holds for q(x) = aµ(x) (as in (I-5)) with µ > 0 sufficiently
large. Further progresses in this direction have been achieved in [98, 99].

On the other hand, if we have a positive weight function a(x), it is known
that the existence of at least one positive solution to{

−∆u = a(x)g(u) in Ω

u = 0 on ∂Ω
(I-8)

is guaranteed for a general class of functions g(s) (including g(s) = sp, with
p > 1, as a particular case). Indeed, for f(x, s) = a(x)g(s), the superlinear
conditions at zero and at infinity can be generalized to suitable hypotheses
of crossing the first eigenvalue (see [9, 146], where results in this direction
were obtained using a variational and a topological approach, respectively).
For instance, if a(x) ≡ 1, existence theorems of positive solutions can be
obtained, as in [43, 65], provided that

lim sup
s→0+

g(s)

s
< λ1 < lim inf

s→+∞

g(s)

s

(further technical assumptions on g(s) and on the domain Ω can be required
for N > 1). In [63, ch. 3], De Figueiredo obtained sharp existence results of
positive solutions for (I-4) by assuming

f(x, 0) ≡ 0, lim
s→0+

f(x, s)

s
= m0(x), lim

s→+∞

f(x, s)

s
= m∞(x).

The assumption of crossing the first eigenvalue is expressed by a hypothesis
of the form µ1(m0) > 1 > µ1(m∞), where µ1(m) is the first eigenvalue of
−∆u = λm(x)u. The different conditions at zero and at infinity imply a
change of the value of the fixed point index (for an associated operator)
between small and large balls in the cone of positive functions of a suitable
Banach space X. Hence the existence of a nontrivial fixed point is guar-
anteed by the non-zero index (or degree) on some open set D ⊆ X, with
0 /∈ D.

In the ODEs case various technical growth conditions on the nonlinearity
can be avoided. Existence theorems of positive solutions have been obtained
in [76] for the superlinear case and in [18, 113, 124, 144] for “crossing the first
eigenvalue” type conditions. In this direction, an existence result has been
produced in [93] for the one-dimensional version of (I-8). In this case the
weight function has non-constant sign and may vanish on some subintervals
of [0, T ]. It is also assumed that the set where a(t) > 0 is the union of m
pairwise disjoint intervals Ji. Using an approach based on the theory of not
well-ordered upper and lower-solutions, the existence of a positive solution
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is guaranteed provided that

lim sup
s→0+

g(s)

s
< λ0 and lim inf

s→+∞

g(s)

s
> max

i=1,...,m
λi1, (I-9)

where λ0 is the first eigenvalue of ϕ′′ + λa+(t)ϕ = 0 on [0, T ] and λi1 is the
first eigenvalue of ϕ′′ + λa+(t)ϕ = 0 on Ji.

A question, which naturally arises by a comparison between the above
recalled existence theorem and the multiplicity results in [27, 94], concerns
the possibility of producing a theorem on the existence of 2m − 1 positive
solutions when a(t) = aµ(t) is positive on m intervals separated by m − 1
intervals of negativity and g(s) satisfies a condition like (I-9).

A first goal of this thesis is to provide an affirmative answer to this ques-
tion and thus a solution for the conjecture by Gómez-Reñasco and López-
Gómez (see also the final remarks of this introduction). In this manner, we
extend [93] and [94] at the same time and, moreover, we are able to prove
that the multiplicity results in [94] hold for a broad class of nonlinearities
which include g(s) = sp, with p > 1, as a special case. More precisely, the
following result holds.

Theorem. Suppose that a : [0, T ] → R is a continuous function and there
are 2m points

0 = σ1 < τ1 < σ2 < τ2 < . . . < σm < τm = T,

such that τ1, σ2, τ2, . . . , σm are simple zeros of a(t) and, moreover,

• a(t) ≥ 0, for all t ∈ [σi, τi], i = 1, . . . ,m;

• a(t) ≤ 0, for all t ∈ [τi, σi+1], i = 1, . . . ,m− 1.

Assume that g : [0,+∞[ → [0,+∞[ is a continuous function with g(0) = 0,
g(s) > 0 for s > 0 and, moreover, satisfying (I-9). Then there exists µ∗ > 0
such that, for each µ > µ∗, problem{

u′′ + aµ(t)g(u) = 0

u(0) = u(T ) = 0
(I-10)

has at least 2m − 1 positive solutions.

The assumptions on the sign of a(t) do not prevent the possibility that
a(t) is identically zero on some subintervals of [σi, τi] or [τi, σi+1]. The
hypothesis that τ1, σ2, τ2, . . . , σm are simple zeros of a(t) is considered here
only in order to provide a simpler statement of our theorem and, indeed,
this condition can be significantly relaxed.

Figure 1 adds a graphical explanation to our result in a case in which
the weight function has two positive humps separated by a negative one.
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Figure 1: An example of three positive solutions for problem (I-10) on [0, 1].
For this numerical simulation we have chosen a(t) = sin(3πt), µ = 0.5 and
g(s) = max{0, 100 s arctan |s|}. On the left we have shown the image of the seg-
ment {0}×[0, 4.4] through the Poincaré map in the phase-plane (u, u′). It intersects
the negative part of the u′-axis in three points. This means that there are three
positive initial slopes from which depart three solutions at t = 0 which are positive
on ]0, 1[ and vanish at t = 1. On the right we have shown the graphs of these three
solutions.

We stress that in our example g(s)/s 6→ +∞ as s → +∞, so that it shows
a case of applicability of our theorem which is not contained in [27, 92, 94].

To prove our result we use a different approach with respect to [94] and
[27], where a shooting method and a variational technique were employed,
respectively. Indeed, our proof is based on topological degree theory and is
in the frame of the classical approach for the search of fixed points founded
on the fixed point index for positive operators. First, we write (I-10) as an
equivalent fixed point problem in the Banach space C([0, T ]) of the continu-
ous functions defined on [0, T ]. Then, using the additivity/excision property
of the Leray-Schauder degree, we localize nontrivial fixed points on suitable
open domains of C([0, T ]). In general, our open domains are unbounded and
therefore we apply an extension of the degree theory for locally compact
operators (cf. [147, 148]).

Superlinear problems: Neumann and periodic boundary con-
ditions

A second natural topic is the study of superlinear indefinite problems
involving different boundary conditions, as, for instance, the Neumann and
the periodic ones.

Among the several authors who have continued the line of research initi-
ated in [179], for the periodic problem, we recall the relevant contributions
of Butler [49], Terracini and Verzini [175], and Papini [152], who proved the
existence of periodic solutions with a large number of zeros to superlinear
indefinite equations of the form (I-1). The presence of chaotic dynamics for
superlinear indefinite ODEs was discovered in [175] in the study of

u′′ +Ku+ q(t)u3 = h(t)
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(with the constant K and the function h(t) possibly equal to zero). In this
framework we also mention [52], where a more general case of (I-1), adding
the friction term cu′, has been considered (see [154, § 1] for a brief historical
survey about this subject). A typical feature of these results lies on the fact
that the solutions which have been obtained therein have a large number of
zeros in the intervals where q(t) > 0. This fact was explicitly observed also
by Butler in the proof of [49, Corollary], where the author pointed out that
the equation

u′′ + q(t)|u|p−1u = 0, p > 1,

has infinitely many T -periodic solutions, assuming that q(t) is a continuous
T -periodic function with only isolated zeros and which is somewhere positive.
It was also noted that all these solutions oscillate (have arbitrarily large

zeros) if
∫ T

0 q(t) dt ≥ 0. Since condition∫ T

0
q(t) dt < 0 (I-11)

implies the existence of non-oscillatory solutions (cf. [48]), it was raised the
question (see [49, p. 477]) whether there can exist non-oscillatory periodic
solutions if (I-11) holds.

A second aim of the thesis is to provided a solution to Butler’s open ques-
tion, by showing the existence of positive (i.e. non-oscillatory) T -periodic
solutions under the average condition (I-11).

Accordingly, we study the second order nonlinear boundary value prob-
lem on [0, T ] {

u′′ + a(t)g(u) = 0

B(u, u′) = 0.
(I-12)

As linear boundary operator we take

B(u, u′) = (u′(0), u′(T )) or B(u, u′) = (u(T )− u(0), u′(T )− u′(0)),

namely we consider the Neumann or the periodic boundary conditions.

A feature to take into account concerns the fact that we have to im-
pose additional conditions on the weigth function, with respect to Dirichlet
problems. Indeed, assuming that g : R+ → R+ is a continuous function with
g(0) = 0 and g(s) > 0 for s > 0, two conditions turn out to be necessary
for the existence of positive solutions. First, integrating the equation, it is
easy to notice that a(t) must change its sign. Second, assuming that g(s)
is continuously differentiable with g′(s) > 0 for s > 0, dividing the equation
by g(u) and integrating, we obtain that∫ T

0
a(t) dt < 0
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(as observed in [15], in the context of the Neumann problem, and also in
[36]).

Accordingly, our existence theorem reads as follows.

Theorem. Let a : [0, T ] → R be a continuous function such that a(t0) > 0
for some t0 ∈ [0, T ]. Assume that {t ∈ [0, T ] : a(t) > 0} =

⋃k
i=1 Ji, where

the sets Ji are pairwise disjoint intervals. Let g : [0,+∞[ → [0,+∞[ be a
smooth function with g(0) = 0, g(s) > 0 for s > 0 and, moreover, such that

lim
s→0+

g(s)

s
= 0 and lim inf

s→+∞

g(s)

s
> max

i=1,...,k
λi1

(with λi1 as above). Then there is at least a positive solution of (I-12) pro-

vided that
∫ T

0 a(t) dt < 0.

The condition on the average of a(t) is new with respect to the Dirichlet
case, but, as already observed, in relation to the Neumann and the periodic
boundary conditions it becomes necessary in a way. Moreover, still in com-
parison with our result for the Dirichlet problem, we note also that under
our hypotheses the nonlinearity is pushed below the principal eigenvalue
k0 = 0 of the Neumann/periodic problem at zero.

We underline that the hypothesis of smoothness for g(s) has been chosen
only to simplify the presentation and it can be improved by requiring g(s)
continuous on [0,+∞[ and continuously differentiable on a right neighbor-
hood of s = 0, or g(s) continuous on [0,+∞[ and regularly oscillating at
zero.

Pursuing the line of research initiated by Gómez-Reñasco and López-
Gómez in [100], in analogy with the celebrated papers by Dancer [59, 60]
providing multiplicity of solutions to elliptic BVPs by playing with the shape
of the domain, it is natural to consider the Neumann and periodic problems
associated with

u′′ + aµ(t)g(u) = 0 (I-13)

and to conjecture (similarly to the Dirichlet problem) the existence of at
least 2m − 1 positive solutions (for µ > 0 large) when aµ(t) has m positive
humps separated by negative ones.

A first contribution in this direction, for the Neumann problem, was
given by Boscaggin in [28], where he apply a shooting method to prove the
existence of at least three positive solutions to (I-6) when µ > 0 is sufficiently
large, as done in [92] for the Dirichlet problem.

At the best of our knowledge, the first work addressing the same ques-
tions in the periodic setting is due to Barutello, Boscaggin and Verzini,
who in [17], using a variational approach, achieved multiplicity of positive
periodic solutions for

u′′ + aµ(t)u3 = 0.
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The following theorem describe our multiplicity result which can be seen
as a further investigation about Butler’s problem, in the sense that we show
that, if the weight is negative enough, multiple positive periodic solutions
appear (depending on the number of positive humps in the weight function
which are separated by negative ones). Figure 2 shows a possible example
for the Neumann problem.

Theorem. Suppose that a : [0, T ] → R is a continuous function and there
are 2m+ 1 points

0 = σ1 < τ1 < σ2 < τ2 < . . . < σm < τm < σm+1 = T,

such that τ1, σ2, τ2, . . . , σm, τm are simple zeros of a(t) and, moreover,

• a(t) ≥ 0, for all t ∈ [σi, τi], i = 1, . . . ,m;

• a(t) ≤ 0, for all t ∈ [τi, σi+1], i = 1, . . . ,m.

Assume that g : [0,+∞[ → [0,+∞[ is a continuous function with g(0) = 0,
g(s) > 0 for s > 0 and, moreover, such that

lim
s→0+

g(s)

s
= 0 and lim inf

s→+∞

g(s)

s
> max

i=1,...,m
λi1

(with λi1 as above). Then there exists µ∗ > 0 such that for each µ > µ∗ the
periodic (or Neumann) boundary value problem associated with (I-13) has at
least 2m − 1 positive solutions.

Figure 2: An example of three positive solutions for equation (I-13) with Neumann
boundary conditions on [0, 1]. For this numerical simulation we have chosen a(t) =
sin(3πt), µ = 7 and g(s) = max{0, 100 s arctan |s|}. On the left we have shown
the image of the segment [0, 0.15] × {0} through the Poincaré map in the phase-
plane (u, u′). It intersects the positive part of the u-axis in three points. On the
right-hand side of the figure, we see the graphs of the three positive solutions.

We notice that in the above theorem we do not impose that the mean
value of a(t) is negative, since this condition is implicitly assumed taking

µ∗ >

∫ T
0 a+(t) dt∫ T
0 a−(t) dt

.
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Moreover, using again the fact that we can choose µ∗ sufficiently large, we
avoid any additional regularity conditions on g(s) (such as those needed in
our existence theorem or when employing variational methods, as in [17]). It
is interesting to observe that increasing the value of µ yields both abundance
of solutions and no extra assumptions on g(s).

For Dirichlet boundary conditions, thanks to the fact that the operator
u 7→ −u′′ is invertible, we can write (I-10) as an equivalent fixed point prob-
lem in a suitable Banach space and apply directly some degree theoretical
arguments, as previously explained. With respect to periodic and Neumann
problems, the linear differential operator u 7→ −u′′ has a nontrivial kernel
made up of the constant functions. In such a situation the operator is not
invertible and we cannot proceed in the same manner as described above.
A possibility, already exploited in [19], is that of perturbing the linear dif-
ferential operator to a new one which can be inverted and then recover the
original equation via a limiting process and some careful estimates on the
solutions. In our case, we find it very useful to apply the coincidence degree
theory developed by J. Mawhin (cf. [130]), which allows to study equations
of the form Lu = Nu, where L is a linear operator with nontrivial kernel
and N is a nonlinear one. The use of the coincidence degree in the search
for positive (periodic) solutions is a widely used technique. For instance, in
[90, 163] a coincidence theory on positive cones was initiated and developed,
with applications to the search of nontrivial non-negative periodic solutions.
Our approach, however, is different and uses the classical technique of ex-
tending the nonlinearity on the negative real numbers and, subsequently,
proving that the nontrivial solutions are positive, via a maximum principle.
In fact, our proof combines the approach that we have introduced dealing
with the superlinear Dirichlet problem with Mawhin’s coincidence degree
theory.

Focusing the attention on the T -periodic problem, we observe that every
T -periodic coefficient a : R→ R can be though as a kT -periodic function, for
any integer k ≥ 2. Then, applying our multiplicity theorem to the interval
[0, kT ], we obtain 2mk − 1 positive kT -periodic solutions of (I-13) if the
negative part of the weight is sufficiently strong (and a(t) has m positive
humps in a T -periodicity interval). In this context, a typical problem which
occurs is that of proving the minimality of the period, that is, to ensure the
presence of subharmonic solutions of order k.

An important feature of our multiplicity result is that all the constants
appearing in the statement and in the proof (in particular µ∗) can be ex-
plicitly estimated (depending on g(s) and a(t)). In particular, it turns out
that, whenever the theorem is applied to an interval of the form [0, kT ],
these constants can be chosen independently on k. Therefore, our topo-
logical approach allow us to detect infinitely many subharmonic solutions if
µ > µ∗. Moreover, taking advantage of the combinatorial concept of Lyndon
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words, we can also give a precise estimate on the number of subharmonics
of a given order. Finally, via a diagonal argument, we are able to produce
globally bounded solutions defined on the real line, not necessarily periodic
and exhibiting a chaotic behavior. Similar results are obtained also in [17].

In this framework, it appears a quite natural question if the sharp mean
value assumption

∫ T
0 a(t) dt < 0 (without conditions on µ > 0), besides

implying the existence of a positive T -periodic solution to (I-13), also guar-
antees the existence of positive subharmonic solutions. Combining our
topological approach with an application of the Poincaré-Birkhoff theorem
(cf. [35, 39]) and an estimate of the Morse index of the positive T -periodic
solutions of (I-13), we are able to give an affirmative answer to this question.

Super-sublinear problems

A third natural topic is the investigation of indefinite equations involv-
ing nonlinearities g(s) satisfying different growth conditions at zero and at
infinity.

It is worth noting that, if g(s) is concave with a sublinear growth at
infinity, there exists a unique classical positive solution for problem (I-8)
(cf. [44, 172]). A simple way to avoid the concavity of the function g(s) is
to impose a superlinear growth at zero. Hence, as a further investigation,
we deal with the super-sublinear case, namely with nonlinearities g(s) such
that

lim
s→0+

g(s)

s
= 0 and lim

s→+∞

g(s)

s
= 0. (I-14)

Results in this direction have already appeared in the literature. When
(I-14) is considered together with Dirichlet boundary conditions u(0) =
u(T ) = 0, for instance, it is well known that two positive solutions to

u′′ + λa(t)g(u) = 0 (I-15)

exist if λ > 0 is large enough. This is a classical result, on a line of research
initiated by Rabinowitz in [158] (dealing with the Dirichlet problem associ-
ated with a super-sublinear elliptic PDE on a bounded domain, see also [6]
for previous related results) and later developed by many authors. Actually,
typical versions of this theorem do not take into account an indefinite weight
function (that is, they are stated for a− ≡ 0), but nowadays standard tools
(such as critical point theory, fixed point theorems for operators on cones,
dynamical systems techniques) permit to successfully handle also this more
general situation. We refer to [39] for the precise statement in the indefinite
setting as well as to the introduction in [36] for a more complete presentation
and bibliography on the subject.

Concerning the periodic problem, analogous results on pairs of positive
solutions have been provided in [101] for equations of the form

u′′ − ku+ λa(t)g(u) = 0,
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with k > 0. However, less results seem to be available when k = 0. Indeed,
dealing with the periodic problem associated with equation (I-15), we notice
that the differential operator has a nontrivial kernel and that additional
conditions on the weight function a(t) are necessary for the existence of
positive solutions (as observed in the superlinear case). These two facts
make it unclear how to apply the methods based on the theory of positive
operators for cones in Banach spaces.

A first contribution in the framework of (indefinite) periodic problems
associated with (I-15) was obtained in [36]. More precisely, taking advantage
of the variational (Hamiltonian) structure of the equation, critical point
theory for the action functional

Jλ(u) :=

∫ T

0

[
1

2
(u′)2 − λa(t)G(u)

]
dt

was used to prove the existence of at least two positive T -periodic solutions
for (I-15), with λ positive and large, by assuming a+ 6≡ 0 on some interval

and
∫ T

0 a(t) dt < 0. Roughly speaking, the negative mean value guarantees
both that the functional Jλ is coercive and bounded from below and that
the origin is a strict local minimum. When λ > 0 is sufficiently large (so
that inf Jλ < 0) one gets two nontrivial critical points: a global minimum
and a second one from a mountain pass geometry. To perform the technical
estimates, in [36] some further conditions on g(s) and G(s) :=

∫ s
0 g(ξ) dξ

(implying (I-14)) were imposed. For example, the superlinearity assumption
at zero is expressed by

lim
s→0+

g(s)

sα
= `α > 0,

for some α > 1. Notice that assumptions of this kind have been used also
in previous works dealing with indefinite superlinear problems, like [3, 19].

Our first main contribution in this framework is to provide an existence
result for pairs of positive solutions to BVPs associated with equation (I-15)
under a minimal set of hypotheses which is less restrictive than the one
needed when using variational methods. Our approach is still based on the
topological degree.

We now state our existence result for pairs of positive solutions in the
context of the T -periodic problem and we stress that the same result is valid
also for Dirichlet and Neumann boundary conditions.

Theorem. Let a : R → R be a continuous T -periodic function such that∫ T
0 a(t)dt < 0 and a(t0) > 0 for some t0 ∈ R. Let g : [0,+∞[→ [0,+∞[ be a

smooth function with g(0) = 0, g(s) > 0 for s > 0 and, moreover, satisfying
(I-14). Then there exists λ∗ > 0 such that for each λ > λ∗ equation (I-15)
has at least two positive T -periodic solutions.
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The smoothness assumption can be relaxed with hypotheses of regular
oscillation of g(s) at zero or at infinity, or with the condition of continuous
differentiability of g(s) in a neighborhood of s = 0 and near infinity.

The above result seems to be optimal from the point of view of the mul-
tiplicity of solutions, in the sense that no more than two positive solutions
can be expected for a general weight and in the sense that there are exam-
ples of functions g(s) satisfying all the assumptions of our theorem and such
that there are no positive T -periodic solutions if λ > 0 is small or if the av-
erage condition is not satisfied (cf. [36, § 2]). In this regard, sharp existence
results of exactly two solutions (at least for the Dirichlet problem and with
a positive constant weight) are described and surveyed in [115, 150, 151]
(more specifically, see [151, Theorem 6.19]).

Our second main contribution for super-sublinear problems is the inves-
tigation of high multiplicity of positive solutions to the Dirichlet, Neumann
and periodic problems associated with

u′′ +
(
λa+(t)− µa−(t)

)
g(u) = 0, (I-16)

in dependence of the nodal properties of the weight function a(t) and of the
parameters λ, µ > 0.

The following result (stated for the periodic problem) holds.

Theorem. Suppose that a : [0, T ] → R is a continuous function and there
are 2m+ 1 points

0 = σ1 < τ1 < σ2 < τ2 < . . . < σm < τm < σm+1 = T,

such that τ1, σ2, τ2, . . . , σm, τm are simple zeros of a(t) and, moreover,

• a(t) ≥ 0, for all t ∈ [σi, τi], i = 1, . . . ,m;

• a(t) ≤ 0, for all t ∈ [τi, σi+1], i = 1, . . . ,m.

Assume that g : [0,+∞[ → [0,+∞[ is a continuous function with g(0) = 0,
g(s) > 0 for s > 0 and, moreover, satisfying (I-14). Then there exists λ∗ > 0
such that for each λ > λ∗ there exists µ∗(λ) > 0 such that for each µ > µ∗(λ)
equation (I-16) has at least 3m − 1 positive T -periodic solutions.

Figure 3 below illustrates an example of existence of eight positive so-
lutions for the Dirichlet problem associated with (I-16) when the weight
function possesses two positive humps separated by a negative one.

Our proof makes use of a topological degree argument in the same spirit
as when dealing with the superlinear case, in the sense that we define some
open sets where an operator associated with our boundary value problem
has nonzero degree.
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Figure 3: The figure shows an example of 8 = 32 − 1 positive solutions to the
Dirichlet problem associated with (I-16). For this simulation we have chosen the
interval [0, T ] with T = 3π, the weight function aλ,µ(t) := λ sin+(t) − µ sin−(t),
so that m = 2 is the number of positive humps separated by a negative one, and
the super-sublinear nonlinearity g(s) = s2/(1 + s2). Evidence of multiple positive
solutions, agreeing with our result, is obtained for λ = 3 and µ = 10.

The existence of 3m−1 positive T -periodic solutions of (I-16) comes from
the possibility of prescribing the behavior of the solution in each interval of
positivity [σi, τi] of the weight function a(t) among three possible ones: either
the solution is “very small” on [σi, τi], or it is “small”, or it is “large”. We
remark that this fact is strictly connected to the existence of three solutions
for the Dirichlet problem associated with u′′ + λa+(t)g(u) = 0 on [σi, τi]
when λ > 0 is sufficiently large: the trivial one and two (positive) solutions
given by Rabinowitz’s theorem (cf. [158]).

As explained for the superlinear case, our topological approach allows us
to deal with subharmonic solutions. Indeed, we notice that all the constants
involved in the proof (in particular λ∗ and µ∗(λ)) depend only on g(s) and
on the local properties of a(t). Therefore, when we apply our multiplicity
theorem to the interval [0, kT ], these constants can be chosen independently
on the integer k. Exploiting this crucial fact, we obtain infinitely many
subharmonic solutions and globally defined positive bounded solutions with
complex behavior. Moreover, in a dynamical system perspective, we also
prove the presence of a Bernoulli shift as a factor within the set of positive
bounded solutions of (I-16).
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Some remarks and future perspectives

First of all, we stress that all the statements of the theorems presented
in this introduction are easier versions of the results that will be discussed
along the thesis. For instance, in the present manuscript we will deal with
coefficients a(t) that are Lebesgue integrable functions and, moreover, the
growth conditions on g(s) will be relaxed.

Secondly, a relevant aspect of our results is that a minimal set of assump-
tions on the nonlinearity g(s) is required. Indeed, only positivity, continuity
and the hypotheses on the limits g(s)/s for s→ 0+ and s→ +∞ are needed.
In particular, no supplementary power-type growth conditions at zero or at
infinity are necessary.

Another advantage in using a topological degree approach lies on the
fact that our results are stable with respect to small perturbations. In this
manner, for example, we can also extend our theorems to equations like

u′′ + εf(t, u, u′) + q(t)g(u) = 0,

with |ε| < ε0, where ε0 is a sufficiently small constant. The stability with re-
spect to small perturbations is not generally guaranteed when using different
approaches, such as variational or symplectic techniques which require some
special structure (e.g. an Hamiltonian). Concerning this aspect, we stress
that our results work equally well with respect to the presence or not of the
friction term cu′ (c can be zero or non-zero, indifferently). More precisely,
we can deal with second order differential equations of the form

u′′ + cu′ + q(t)g(u) = 0.

Clearly, for c 6= 0, we lose the Hamiltonian structure if we pass to the natural
equivalent system in the phase-plane

u′ = y, y′ = −cy − q(t)g(u).

With respect to Dirichlet and Neumann condition, via a change of variable,
it is easy to reduce our study to the case of an equation without the friction
term cu′. However, this is no more guaranteed for the periodic problem, but
some technical estimates ensure the applicability of our topological method
also for this more complicated case.

Finally, we stress that our topological technique has the potential and
the generality needed to deal with indefinite problems with more general
differential operators, as in the case of problems involving PDEs.

Recently, applications of topological degree methods in the study of ordi-
nary and partial differential equations involving nonlinear differential oper-
ators, like the p-Laplacian, the φ-Laplacian, the curvature or the Minkowski
ones, have shown a tremendous growth and thus strongly motivated the
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search of new topological tools. For instance, concerning non-autonomous
ODEs, Manásevich and Mawhin developed in [123] new continuation theo-
rems dealing with the second order vector nonlinear equation(

φ(u′)
)′

+ f(t, u, u′) = 0,

where φ : Rn → Rn is a homeomorphism onto Rn with φ(0) = 0 (notice that,
for p > 1, if φ(s) := |s|p−2s for s 6= 0 and φ(0) = 0, the differential operator
(φ(u′))′ is the one-dimensional p-Laplacian one).

With this purposes, in [81] we have extended the theory introduced in
[123] by considering coincidence equations involving operators defined in
product spaces and then investigating new continuations theorems which
are designed to have as a natural application the study of cyclic feedback
type systems. Consequently, in our paper [81] we have presented the abstract
setting and the starting point for the study of indefinite equations involving
new differential operators, as in the case of the φ-Laplacian one(

φ(u′)
)′

+ q(t)g(u) = 0

or as in the search of radial solutions to quasilinear elliptic equations of the
form

div
(
A(|∇u|)∇u

)
+ q(x)g(u) = 0,

where A(s) is a real positive continuous function defined for all s > 0
(cf. [88]). Nevertheless, for the sake of brevity, this contribution is not
included in the present thesis.

The topological technique described in this thesis does not appear to be
restricted to the one-dimensional case and potentially could be also applied
to indefinite problems associated with elliptic partial differential equations.
Certainly, there should be some technical issues to be addressed and that
will be the subjects of a future research.

Another object of investigation is represented by the dynamical aspects
related to the indefinite problems presented above. In this manuscript our
topological approach, based on degree theory, allows us to give a contribution
to this issue, however a more classical way to verify the existence of complex
dynamics is the study of the Poincaré map. In this perspective, in [79] we
provide a fixed point theorem for maps satisfying a property of “stretching
a space along paths”, which is a generalization in the context of absolute
retracts of a result obtained by Papini and Zanolin in [155] for the detection
of chaotic dynamics. We propose a proof based on fixed point index theory.
Our abstract theorem will be a useful tool for pursuing investigations in
this direction, however, for the sake of concision and since it is not strictly
connected to the theory discussed here, we do not include this result in the
thesis.
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Plan of the thesis

We divide the thesis into two parts. In the first part we deal with the
superlinear case, while in the second part we investigate the super-sublinear
one.

The first part starts with the study of the Dirichlet boundary value prob-
lem. In Chapter 1 we present our existence and multiplicity results, which
are contained in [84]. Next, in Chapter 2 we show how the topological ap-
proach introduced in the previous chapter can be applied to the investigation
of more general indefinite equations: first, only for the existence result, by
considering sign-changing nonlinearities g(s) (cf. [80]); secondly, by treating
nonlinearities of the form f(t, s) :=

∑m
i=1 αiai(t)gi(s) −

∑m+1
j=0 βjbj(t)kj(s)

(cf. [78]). Chapter 3 and Chapter 4 are devoted to the Neumann and peri-
odic boundary conditions. More precisely, in Chapter 3 we show existence
of positive solutions (cf. [83]), while in Chapter 4 we investigate the problem
of multiplicity (cf. [82]). We conclude the first part with Chapter 5, which
is dedicated to subharmonic solutions and chaotic dynamics (cf. [30, 82]).

The second part contains three chapters: Chapter 6 devoted to the ex-
istence problem (cf. [31]), Chapter 7 where we present an high multiplicity
theorem (cf. [32]), and Chapter 8 containing the investigations on subhar-
monics and chaotic dynamics (cf. [32]).

We conclude the thesis with three appendices, where we recall the def-
initions and the main properties of the Leray-Schauder topological degree
and of Mawhin’s coincidence degree (for locally compact operators defined
on open possibly unbounded sets), and we present some useful tools (maxi-
mum principles and a change of variable).

Notation

We conclude this introduction by presenting some symbols and some
notations used in this manuscript.

We denote by N, Z, Q, R, C the usual numerical sets. Moreover, let
R+ := [0,+∞[ be the set of non-negative real numbers and let R+

0 := ]0,+∞[
be the set of positive real numbers.

The cardinality of a finite set I ⊆ N is denoted by the symbol #I. Given
a bounded interval J ⊆ R, we indicate by |J | the length or measure of J .

In the thesis we deal with normed linear spaces. Usually we denote by
(X, ‖ · ‖) or simply by X a normed linear space, where ‖ · ‖ is its norm. The
symbols B(x0, r) and B[x0, r], where x0 ∈ X and r > 0, represent the open
and closed balls centered at x0 with radius r respectively, i.e.

B(x0, r) :=
{
x ∈ X : ‖x− x0‖ < r

}
, B[x0, r] :=

{
x ∈ X : ‖x− x0‖ ≤ r

}
.

Moreover, given a subset A ⊆ X, we denote by A or by cl(A) its closure,
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with int(A) its inner part and with ∂A its boundary. If A,B ⊆ X, with
A \B we mean the relative complement of B in A.

We indicate by Id or IdX the identity on the space X. Given a function
f , f |A represents the restriction of the function f in A, where A is a subset
of the domain of f .

Dealing with functions between A ⊆ Rm and B ⊆ Rn, we denote by
Ck(A,B) (with k ∈ N) the space of functions f : A→ B such that f is con-
tinuous and its derivatives f ′, f ′′, . . . , f (k) exist and are continuous. Given an
interval J ⊆ R, a real number p ≥ 1 and k ∈ N, the symbols Lp(J,Rn) and
W k,p(J,Rn) indicate the classical Lp-space and Sobolev space, respectively.
Given a function a ∈ L1(J,R), we denote by

a+(t) :=
a(t) + |a(t)|

2
and a−(t) :=

−a(t) + |a(t)|
2

, t ∈ J,

the positive part and the negative part of a(t), respectively. Furthermore,
a(t) � 0 on a given interval means that a(t) ≥ 0 almost everywhere with
a 6≡ 0 on that interval; moreover, a(t) ≺ 0 stands for −a(t) � 0.
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Part I

Superlinear indefinite
problems

1





Chapter 1
Dirichlet boundary conditions

In this chapter we study the problem of existence and multiplicity of
positive solutions for the nonlinear two-point boundary value problem{

u′′ + f(t, u) = 0

u(0) = u(T ) = 0,
(1.0.1)

where f : [0, T ]×R+ → R is a Carathéodory function such that f(t, 0) ≡ 0.
We allow t 7→ f(t, s) to change its sign in order to cover the case of scalar
equations with indefinite weight. Roughly speaking, our main assumptions
require that f(t, s)/s is below the first eigenvalue as s→ 0+ and above the
first eigenvalue as s→ +∞. In particular, we can deal with the situation in
which f(t, s) has a superlinear growth at zero and at infinity. We propose
a new approach based on the topological degree which provides multiplicity
of solutions. Next, applications are given for

f(t, s) = a(t)g(s),

with g(s)/s → 0 as s → 0+ and g(s)/s → +∞ as s → +∞, and with
a weight function a(t) which is allowed to change its sign on the interval
[0, T ], so that we deal with a superlinear indefinite problem (covering the
classical superlinear equation with g(s) = sp for p > 1). We prove the
existence of 2m − 1 positive solutions to u′′ + a(t)g(u) = 0, when a(t) has
m positive humps separated by negative ones and a−(t) is sufficiently large.
In this way, we solve the conjecture proposed by R. Gómez-Reñasco and
J. López-Gómez in [100].

The plan of the chapter is the following. In Section 1.1 we introduce
the key ingredients. In more detail we illustrate the problem, we define an
equivalent fixed point problem and we list the hypotheses we are going to

3
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assume on f(t, s). Moreover, we prove some preliminary technical lemmas
that permit to compute the topological degree on suitable small and large
balls. In Section 1.2 we present existence theorems. Using the lemmas of
the previous section, we prove that there exists at least a positive solution
for (1.0.1). In Theorem 1.2.2 we weaken the hypothesis on the growth of
f(t, s)/s at infinity, by assuming the linear growth of f(t, s) in the subin-
tervals where the growth condition is not valid. Section 1.3 is devoted to
the proof of our main result, namely Theorem 1.3.1, which deals with the
multiplicity of solutions. By employing the Leray-Schauder topological de-
gree, we deduce the existence of 2m − 1 positive solutions of our boundary
value problem. In Section 1.4 we analyze boundary value problems of the
form (1.0.1) with f(t, s) = a(t)g(s), as a special case. We discuss the re-
sults obtained in the previous sections in this particular context and, in this
way, we obtain the existence and multiplicity theorems we look for. We
finish that section with some remarks concerning radially symmetric solu-
tions for elliptic partial differential equations in annular domains. Possible
generalizations on the weight function a(t) are considered, too.

1.1 Preliminary results

In this section we collect some classical and basic facts which are then
applied in the proofs of our main results.

Let I ⊆ R be a nontrivial compact interval. Let f : I × R+ → R be an
L1-Carathéodory function, that is

• x 7→ f(t, s) is measurable for each s ∈ R+;

• s 7→ f(t, s) is continuous for a.e. t ∈ I;

• for each r > 0 there is γr ∈ L1(I,R+) such that |f(t, s)| ≤ γr(t), for
a.e. t ∈ I and for all |s| ≤ r.

Without loss of generality, in the sequel we suppose

I := [0, T ]

and we stress that different choices of I can be made. We study the two-
point boundary value problem{

u′′ + f(t, u) = 0

u(0) = u(T ) = 0.
(1.1.1)

A solution of (1.1.1) is an absolutely continuous function u : [0, T ] → R+

such that its derivative u′(t) is absolutely continuous and u(t) satisfies (1.1.1)
for a.e. t ∈ [0, T ]. We look for positive solutions of (1.1.1), that is solutions
u(t) such that u(t) > 0 for every t ∈ ]0, T [.
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We suppose

(f∗) f(t, 0) = 0, a.e. t ∈ I.

Using a standard procedure, we extend f(t, s) to a function f̃ : I × R → R
defined as

f̃(t, s) =

{
f(t, s), if s ≥ 0;

0, if s ≤ 0;

and we study the modified boundary value problem{
u′′ + f̃(t, u) = 0

u(0) = u(T ) = 0.
(1.1.2)

As is well known, by a maximum principle (cf. Lemma C.1.1), all the possible
solutions of (1.1.2) are non-negative and hence solutions of (1.1.1).

In view of Lemma C.1.1, from now on, we suppose

(f−0 ) there exists a function q− ∈ L1(I,R+) such that

lim inf
s→0+

f(t, s)

s
≥ −q−(t), uniformly a.e. t ∈ I.

For the sequel we need to introduce a suitable notation concerning the
first eigenvalue of a linear problem with non-negative weight. Let J :=
[t1, t2] ⊆ I be a compact subinterval and q ∈ L1(J,R+) with q 6≡ 0, namely
q > 0 a.e. on a set of positive measure. We denote by µJ1 (q) the first
(positive) eigenvalue of {

ϕ′′ + µq(t)ϕ = 0

ϕ|∂J = 0.

Sturm theory (in the Carathéodory setting) guarantees that µJ1 (q) is a simple
eigenvalue with an associated eigenfunction ϕ which is positive in the interior
of J and such that ϕ′(t1) > 0 > ϕ′(t2) (see, for instance, [62, Theorem 5.1,
pp. 456–457]). As a notational convention, when J = I = [0, T ], we denote
the first eigenvalue simply by µ1(q).

Our approach to the search of positive solutions of (1.1.1) is based on
Leray-Schauder topological degree (cf. Appendix A). Accordingly, we trans-
form problem (1.1.2) into an equivalent fixed point problem for an associated
operator which is the classical one defined by means of the Green function
G(t, s) for the operator u 7→ −u′′ with the two-point boundary conditions,
i.e.

G(t, s) :=
1

T

{
t(T − s), if 0 ≤ t ≤ s ≤ T ;

s(T − t), if 0 ≤ s ≤ t ≤ T.
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Namely, we define Φ: C(I)→ C(I) by

(Φu)(t) :=

∫
I
G(t, ξ)f̃(ξ, u(ξ)) dξ, t ∈ I. (1.1.3)

The operator Φ is completely continuous in C(I) endowed with the sup-norm
‖ · ‖∞ (see, for instance, [93, Proposition 2.1]).

Our goal is to find multiple fixed points for Φ using a degree theoretic ap-
proach. To this aim, we present now some technical lemmas which are stated
in a form that is suitable to be subsequently applied for the computation of
the topological degree via homotopy procedures.

Lemma 1.1.1. Let f : I × R+ → R be an L1-Carathéodory function satis-
fying (f∗) and (f−0 ). Suppose

(f+
0 ) there exists a measurable function q0 ∈ L1(I,R+) with q0 6≡ 0, such

that

lim sup
s→0+

f(t, s)

s
≤ q0(t), uniformly a.e. t ∈ I,

and
µ1(q0) > 1.

Then there exists r0 > 0 such that every solution u(t) ≥ 0 of the two-point
boundary value problem{

u′′ + ϑf(t, u) = 0, 0 ≤ ϑ ≤ 1,

u(0) = u(T ) = 0
(1.1.4)

satisfying maxt∈I u(t) ≤ r0 is such that u(t) = 0, for all t ∈ I.

Proof. Let ε > 0 be such that

µ̂ := µ1(q0 + ε) > 1.

The existence of ε is ensured by the continuity of the first eigenvalue as a
function of the weight and by hypothesis (f+

0 ) (see [58], [63, p. 44] or [183]).
By condition (f+

0 ), there exists r0 > 0 such that

f(t, s)

s
≤ q0(t) + ε, a.e. t ∈ I, ∀ 0 < s ≤ r0.

Let ϕ be a positive eigenfunction of{
ϕ′′ + µ̂[q0(t) + ε]ϕ = 0

ϕ(0) = ϕ(T ) = 0.

Then ϕ(t) > 0, for all t ∈ ]0, T [, and ϕ′(0) > 0 > ϕ′(T ).



1.1. Preliminary results 7

In order to prove the statement of our lemma, suppose, by contradiction,
that there exist ϑ ∈ [0, 1] and a solution u(t) ≥ 0 of (1.1.4) such that
maxt∈I u(t) = r for some 0 < r ≤ r0. Notice that, by the choice of r0, we
have that

ϑf(t, u(t)) ≤ (q0(t) + ε)u(t), a.e. t ∈ I.

Using a Sturm comparison argument, we obtain

0 =
[
u′(t)ϕ(t)− u(t)ϕ′(t)

]t=T
t=0

=

∫ T

0

d

dt

[
u′(t)ϕ(t)− u(t)ϕ′(t)

]
dt

=

∫ T

0

[
u′′(t)ϕ(t)− u(t)ϕ′′(t)

]
dt

=

∫ T

0

[
−ϑf(t, u(t))ϕ(t) + u(t)µ̂(q0(t) + ε)ϕ(t)

]
dt

=

∫ T

0

[
(q0(t) + ε)u(t)− ϑf(t, u(t))

]
ϕ(t) dt

+ (µ̂− 1)

∫ T

0
(q0(t) + ε)u(t)ϕ(t) dt

> 0,

a contradiction.

A direct application of Lemma 1.1.1 permits to compute the degree on
small neighborhoods of the origin.

Lemma 1.1.2. Let f : I × R+ → R be an L1-Carathéodory function satis-
fying (f∗), (f−0 ) and (f+

0 ). Then there exists r0 > 0 such that

degLS(Id− Φ, B(0, r), 0) = 1, ∀ 0 < r ≤ r0.

Proof. Let r0 be as in Lemma 1.1.1 and let us fix r ∈ ]0, r0]. If u ∈ C(I)
satisfies u = ϑΦ(u), for some 0 ≤ ϑ ≤ 1, then u is a solution of the equation
u′′ + ϑf̃(t, u) = 0 with u(0) = u(T ) = 0. Now, either u = 0, or (according
to Lemma C.1.1) u(t) > 0 for each t ∈ ]0, T [. Therefore, u(t) is a solution
of (1.1.4). Hence, Lemma 1.1.1 and the choice of r imply that ‖u‖∞ 6= r.
This, in turn, implies that

u 6= ϑΦ(u), ∀ϑ ∈ [0, 1], ∀u ∈ ∂B(0, r).

By the homotopic invariance property of the topological degree, we conclude
that

degLS(Id− Φ, B(0, r), 0) = degLS(Id,B(0, r), 0) = 1.

This concludes the proof.
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As a next step, we give a result which will be used to compute the degree
on large balls. It follows from Lemma 1.1.3 below, where we assume suitable
conditions on f(t, s)/s for s > 0 and large.

Lemma 1.1.3. Let f : I × R+ → R be an L1-Carathéodory function. Sup-
pose that there exists a closed interval J ⊆ I such that

f(t, s) ≥ 0, a.e. t ∈ J, ∀ s ≥ 0;

and there is a measurable function q∞ ∈ L1(J,R+) with q∞ 6≡ 0, such that

lim inf
s→+∞

f(t, s)

s
≥ q∞(t), uniformly a.e. t ∈ J. (1.1.5)

Suppose

µJ1 (q∞) < 1.

Then there exists RJ > 0 such that for each L1-Carathéodory function
h : I × R+ → R with

h(t, s) ≥ f(t, s), a.e. t ∈ J, ∀ s ≥ 0,

every solution u(t) ≥ 0 of the two-point boundary value problem{
u′′ + h(t, u) = 0

u(0) = u(T ) = 0
(1.1.6)

satisfies maxt∈J u(t) < RJ .

We stress that the constant RJ does not depend on the function h(t, s).
Notice that our assumptions are “local” (in the spirit of [64] and [149]), in
the sense that we do not require their validity on the whole domain.

Proof. Just to fix a notation along the proof, we set J := [t1, t2]. By
contradiction, suppose that there is not a constant RJ with those prop-
erties. So, for all n > 0 there exists ũn ≥ 0 solution of (1.1.6) with
maxt∈J ũn(t) =: R̂n > n.

Let qn(t) be a monotone non-decreasing sequence of non-negative mea-
surable functions such that

f(t, s) ≥ qn(t)s, a.e. t ∈ J, ∀ s ≥ n,

and qn → q∞ uniformly almost everywhere in J . The existence of such a
sequence comes from condition (1.1.5).

Fix

ε <
1− µJ1 (q∞)

2
.
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Hence, there exists an integer N > 0 such that qn 6≡ 0 for each n ≥ N and,
moreover,

νn := µJ1 (qn) ≤ 1− ε, ∀n ≥ N.
Now we fix N as above and denote by ϕ the positive eigenfunction of{

ϕ′′ + νNqN (t)ϕ = 0

ϕ(t1) = ϕ(t2) = 0,

with ‖ϕ‖∞ = 1. Then ϕ(t) > 0, for all t ∈ ]t1, t2[, and ϕ′(t1) > 0 > ϕ′(t2).
For each n ≥ N , let J ′n ⊆ J be the maximal closed interval, such that

ũn(t) ≥ N, ∀ t ∈ J ′n.

By the concavity of the solution in the interval J and the definition of J ′n,
we also have that

ũn(t) ≤ N, ∀ t ∈ J \ J ′n.
Another consequence of the concavity of ũn on J ensures that

ũn(t) ≥ R̂n
t2 − t1

min
{
t− t1, t2 − t

}
, ∀t ∈ J,

(see [93, p. 420] for a similar estimate). Hence, if we take n ≥ 2N , we find
that ũn(t) ≥ N , for all t in the well-defined closed interval

An :=

[
t1 +

N

R̂n
(t2 − t1), t2 −

N

R̂n
(t2 − t1)

]
⊆ J ′n.

By construction, |J \ J ′n| ≤ |J \An| → 0 as n→∞.
Using a Sturm comparison argument, for each n ≥ N , we obtain

0 ≥ ũn(t2)ϕ′(t2)− ũn(t1)ϕ′(t1) =
[
ũn(t)ϕ′(t)− ũ′n(t)ϕ(t)

]t=t2
t=t1

=

∫ t2

t1

d

dt

[
ũn(t)ϕ′(t)− ũ′n(t)ϕ(t)

]
dt

=

∫
J

[
ũn(t)ϕ′′(t)− ũ′′n(t)ϕ(t)

]
dt

=

∫
J

[
−ũn(t)νNqN (t)ϕ(t) + h(t, ũn(t))ϕ(t)

]
dt

=

∫
J

[
h(t, ũn(t))− νNqN (t)ũn(t)

]
ϕ(t) dt

≥
∫
J

[
f(t, ũn(t))− νNqN (t)ũn(t)

]
ϕ(t) dt

=

∫
J ′n

[
f(t, ũn(t))− qN (t)ũn(t)

]
ϕ(t) dt+ (1− νN )

∫
J ′n

qN (t)ũn(t)ϕ(t) dt

+

∫
J\J ′n

[
f(t, ũn(t))− νNqN (t)ũn(t)

]
ϕ(t) dt.
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Recalling that

f(t, s) ≥ qN (t)s, a.e. t ∈ J, ∀ s ≥ N,

we know that

f(t, ũn(t))− qN (t)ũn(t) ≥ 0, a.e. t ∈ J ′n, ∀n ≥ N.

Then, using the Carathéodory assumption, which implies that

|f(t, s)| ≤ γN (t), a.e. t ∈ J, ∀ 0 ≤ s ≤ N,

where γN is a suitably non-negative integrable function, we obtain

0 ≥
∫
J ′n

[
f(t, ũn(t))− qN (t)ũn(t)

]
ϕ(t) dt+ (1− νN )

∫
J ′n

qN (t)ũn(t)ϕ(t) dt

+

∫
J\J ′n

[
f(t, ũn(t))− νNqN (t)ũn(t)

]
ϕ(t) dt

≥ εN
∫
J ′n

qN (t)ϕ(t) dt+

∫
J\J ′n

[
−γN (t)−NνNqN (t)

]
dt

= εN

∫
J
qN (t)ϕ(t) dt− εN

∫
J\J ′n

qN (t)ϕ(t) dt

−
∫
J\J ′n

[
γN (t) +NνNqN (t)

]
dt.

Passing to the limit as n → ∞ and using the dominated convergence theo-
rem, we obtain

0 ≥ εN
∫
J
qN (t)ϕ(t) dt > 0,

a contradiction.

Remark 1.1.1. We note that the boundary condition in problem (1.1.6)
has no role in the proof of Lemma 1.1.3. In fact, the key point is that we deal
with non-negative solutions of the equation u′′ + h(t, u) = 0. Consequently,
the same thesis holds also with any other boundary condition. C

Now, we assume a specific sign condition on the function f(t, s). Such
condition will play an important role in all our applications.

(H) There exist m ≥ 1 intervals I+
1 , . . . , I

+
m, closed and pairwise disjoint,

such that

f(t, s) ≥ 0, for a.e. t ∈
m⋃
i=1

I+
i and for all s ≥ 0;

f(t, s) ≤ 0, for a.e. t ∈ I \
m⋃
i=1

I+
i and for all s ≥ 0.
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If m = 1, condition (H) simply requires that there exists a compact subin-
terval J ⊆ I such that for each s ≥ 0 it holds that f(t, s) ≥ 0 for a.e. t ∈ J
and f(t, s) ≤ 0 for a.e. t ∈ I \ J (the possibility that J = I is not excluded).

An immediate consequence of Lemma 1.1.3 is the following result.

Lemma 1.1.4. Let f : I × R+ → R be an L1-Carathéodory function satis-
fying (H) as well as (f∗) and (f−0 ). Assume also

(f∞) for all i = 1, . . . ,m there exists a measurable function qi∞ ∈ L1(I+
i ,R+)

with qi∞ 6≡ 0, such that

lim inf
s→+∞

f(t, s)

s
≥ qi∞(t), uniformly a.e. t ∈ I+

i ,

and

µ
I+i
1 (qi∞) < 1.

Then there exists R∗ > 0 such that

degLS(Id− Φ, B(0, R), 0) = 0, ∀R ≥ R∗.

Proof. Define
R∗ := max

i=1,...,m
RI+i

> 0,

with RI+i
> 0 defined as in Lemma 1.1.3. Let us also fix a radius R ≥ R∗.

We denote by 1A the indicator function of the set A :=
⋃m
i=1 I

+
i . We set

v(t) :=
∫
I G(t, s)1A(s) ds and we consider in C(I) the operator equation

u = Φ(u) + αv, for α ≥ 0.

Clearly, any nontrivial solution u(t) of the above equation is a solution of
u′′ + f̃(t, u) + α1A(t) = 0 with u(0) = u(T ) = 0. By the first part of
Lemma C.1.1 we know that u(t) ≥ 0 for all t ∈ I. Hence, u is a non-negative
solution of (1.1.6) with

h(t, s) = f(t, s) + α1A(t),

for α ≥ 0. By definition, we have that h(t, s) ≥ f(t, s) for a.e. t ∈ A and for
all s ≥ 0, and also h(t, s) = f(t, s) ≤ 0 for a.e. t ∈ I \A and for all s ≥ 0. By
the convexity of the solutions of (1.1.6) in the intervals of I \A, we obtain

max
t∈I

u(t) = max
t∈A

u(t)

and, as an application of Lemma 1.1.3 on each of the intervals I+
i , we con-

clude that
‖u‖∞ < R∗ ≤ R.

As a consequence,

u 6= Φ(u) + αv, for all u ∈ ∂B(0, R) and α ≥ 0,

and thus the thesis follows from the second part of Theorem A.2.1.



12 Chapter 1. Dirichlet boundary conditions

1.2 Existence results

In this section we present some existence results. We essentially reconsid-
ered in an explicit topological degree setting the existence results obtained
in [93] by means of lower and upper solutions techniques.

An immediate consequence of Lemma 1.1.2 and Lemma 1.1.4 is the fol-
lowing existence theorem which generalizes [93, Theorem 4.1].

Theorem 1.2.1. Let f : I × R+ → R be an L1-Carathéodory function sat-
isfying (f∗), (f−0 ), (f+

0 ) and (H) with (f∞). Then there exists at least a
positive solution of the two-point boundary value problem (1.1.1).

Proof. Let us take r0 as in Lemma 1.1.2 and R∗ as in Lemma 1.1.4. Clearly
0 < r0 < R∗ < +∞. Then

degLS(Id− Φ, B(0, R∗) \B[0, r0], 0) =

= degLS(Id− Φ, B(0, R∗), 0)− degLS(Id− Φ, B(0, r0), 0) =

= 0− 1 = −1 6= 0.

Hence a nontrivial fixed point of the operator Φ exists and the claim follows
from Lemma C.1.1.

The next result is a straightforward consequence of Theorem 1.2.1.

Corollary 1.2.1. Let f : I × R+ → R be an L1-Carathéodory function sat-
isfying

lim
s→0+

f(t, s)

s
= 0, uniformly a.e. t ∈ I.

Assume (H) and suppose that, for each i ∈ {1, . . . ,m}, there exists a com-
pact interval Ji ⊆ I+

i such that

lim
s→+∞

f(t, s)

s
= +∞, uniformly a.e. t ∈ Ji.

Then there exists at least a positive solution of the two-point boundary value
problem (1.1.1).

Proof. The assumption f(t, s)/s → 0 as s → 0+ clearly implies (f∗), (f−0 )
and (f+

0 ) with q0(t) ≡ K0, where 0 < K0 < (π/L)2. Moreover, setting

qi∞(t) =

{
K∞, for t ∈ Ji;
0, for t ∈ I+

i \ Ji;

with K∞ > maxi=1,...,m(π/|Ji|)2, we have (f∞) satisfied as well. The con-
clusion follows from Theorem 1.2.1.
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Hypothesis (f∞) requires to control from below the growth of f(t, s)/s
at infinity, on each of the intervals I+

i . In this context, a natural question
which can be raised is whether a condition like (f∞) can be assumed only
on one of the intervals. As a partial answer we provide a result where we
consider a weaker condition in place of hypothesis (f∞), namely we assume
the condition only on a closed subinterval J ⊆ I, as in Lemma 1.1.3. In
order to achieve an existence result, we add a supplementary condition of
almost linear growth of f(t, s) in I \ J .

Theorem 1.2.2. Let f : I × R+ → R be an L1-Carathéodory function sat-
isfying (f∗), (f−0 ), (f+

0 ). Let J ⊆ I be a closed subinterval such that

f(t, s) ≥ 0, a.e. t ∈ J, ∀ s ≥ 0.

Assume the following conditions:

(fJ∞) there exists a measurable function q∞ ∈ L1(J,R+) with q∞ 6≡ 0, such
that

lim inf
s→+∞

f(t, s)

s
≥ q∞(t), uniformly a.e. t ∈ J,

and
µJ1 (q∞) < 1;

(G) there exist a, b ∈ L1(I \ J,R+) and C > 0 such that

|f(t, s)| ≤ a(t) + b(t)s, a.e. t ∈ I \ J, ∀ s ≥ C.

Then there exists at least a positive solution of the two-point boundary value
problem (1.1.1).

Proof. As in Lemma 1.1.3, set J := [t1, t2]. We define the set

ΩJ :=
{
u ∈ C(I) : |u(t)| < RJ , for all t ∈ J

}
,

where RJ > 0 is as in Lemma 1.1.3. Note that ΩJ is open and not bounded
(unless we are in the trivial case J = I).

Define λJ := µJ1 (1) = (π/|J |)2. Along the proof, we denote by ϕ the
positive eigenfunction of {

ϕ′′ + λJϕ = 0

ϕ(t1) = ϕ(t2) = 0,

with ‖ϕ‖∞ = 1. Then ϕ(t) > 0, for all t ∈ ]t1, t2[, and ϕ′(t2) < 0 < ϕ′(t1).
We denote by 1J the indicator function of the interval J . We set v(t) :=∫

I G(t, s)ϕ(s)1J(s) ds and we define F : C(I)× [0,+∞[→ C(I), as

F (u, α) := Φ(u) + αv.
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To reach the conclusion as in Theorem 1.2.1, we have to prove that the
triplet (Id− Φ,ΩJ , 0) is admissible and

degLS(Id− Φ,ΩJ , 0) = 0.

To this end we show that conditions (i), (ii), (iii) of Theorem A.2.2 are
satisfied. It is obvious that F (u, 0) = Φ(u), for all u ∈ C(I). Hence (i) is
valid.

Preliminary to the proof of (ii) and (iii), we observe that any nontrivial
solution u ∈ C(I) of the operator equation

u = Φ(u) + αv, for α ≥ 0,

is a solution of u′′ + f̃(t, u) + αϕ(t)1J(t) = 0 with u(0) = u(T ) = 0. By the
first part of Lemma C.1.1 we know that u(t) ≥ 0 for all t ∈ I. Hence u is a
non-negative solution of (1.1.6) with

h(t, s) = f(t, s) + αϕ(t)1J(t).

By definition, we have that h(t, s) ≥ f(t, s) for a.e. t ∈ J and for all s ≥ 0,
and also h(t, s) = f(t, s) for a.e. t ∈ I \ J and for all s ≥ 0.

Proof of (ii). Fix α ≥ 0. Suppose that there exist u ∈ ΩJ and ζ ∈
[0, α] satisfying u = F (u, ζ). Clearly u ∈ ΩJ , by the choice of RJ and by
Lemma 1.1.3. We first prove that |u′(t)| is bounded on J . Using the fact
that

|u′′(t)| = |f(t, s) + ζϕ(t)1J(t)| ≤ γRJ (t) + α, a.e. t ∈ J,

we obtain that for all y1, y2 ∈ J

|u′(y1)− u′(y2)| ≤
∣∣∣∣∫ y2

y1

(γRJ (ξ) + α) dξ

∣∣∣∣ ≤ ‖γRJ‖L1(J) + α(t2 − t1).

Now we show that there exists t̂ ∈ J such that

|u′(t̂)| ≤ RJ
t2 − t1

.

By contradiction, suppose that |u′(t)| > RJ/(t2− t1), for every t ∈ J . With-
out loss of generality, suppose u′ > 0 on J (the opposite case is analogous).
Then

RJ =
RJ

t2 − t1
(t2 − t1) <

∫ t2

t1

u′(ξ) dξ = u(t2)− u(t1) ≤ u(t2) ≤ RJ ,

a contradiction.
Then, for all t ∈ J , we have

|u′(t)| ≤ |u′(t̂)|+ |u′(t)− u′(t̂)| ≤ RJ
t2 − t1

+ ‖γRJ‖L1(I) + α(t2 − t1) =: K,
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where K is a constant depending on J , RJ and α. As a consequence,

‖(u(t), u′(t))‖ ≤ K∗ := RJ +K, ∀ t ∈ J,

where we use ‖(ξ1, ξ2)‖ = |ξ1|+ |ξ2| as a standard norm in R2.

Now, recalling the Carathéodory condition on |f(t, s)|, we rewrite hy-
pothesis (G) in this form:

(G′) there exist a1, b1 ∈ L1([0, t1],R+), a2, b2 ∈ L1([t2, T ],R+), such that,
for all s ≥ 0,

|f(t, s)| ≤ a1(t) + b1(t)s, a.e. t ∈ [0, t1];

|f(t, s)| ≤ a2(t) + b2(t)s, a.e. t ∈ [t2, T ].

Suppose t2 < T . For all t ∈ ]t2, T ] we have 1J(t) = 0 and then

‖(u(t), u′(t))‖ = |u(t)|+ |u′(t)| = u(t) + |u′(t)| =

= u(t2) +

∫ t

t2

u′(ξ) dξ +

∣∣∣∣u′(t2) +

∫ t

t2

[
−f(ξ, u(ξ))− ζϕ(ξ)1J(ξ)

]
dξ

∣∣∣∣
≤ ‖(u(t2), u′(t2))‖+

∫ t

t2

|u′(ξ)| dξ +

∫ t

t2

|f(ξ, u(ξ))| dξ

≤ K∗ +

∫ t

t2

|u′(ξ)| dξ +

∫ t

t2

[
a2(ξ) + b2(ξ)u(ξ)

]
dξ

≤ K∗ + ‖a2‖L1([t2,T ]) +

∫ t

t2

(b2(ξ) + 1)‖(u(ξ), u′(ξ))‖ dξ.

Define

R2
α := (K∗ + ‖a2‖L1([t2,T ])) e

‖1+b2‖L1([t2,T ])

(observe that K∗ depends on α). By Gronwall’s inequality, we have

0 ≤ u(t) ≤ ‖(u(t), u′(t))‖ ≤ R2
α, ∀ t ∈ [t2, T ].

If t1 > 0, we achieve a similar upper bound (denoted by R1
α) for u(t) on

[0, t1]. The proof is analogous and therefore is omitted. We conclude that
F satisfies condition (ii) of Theorem A.2.2, with Rα := max{R1

α, R
2
α}.

Proof of (iii). Let us fix a constant α0 > 0 with

α0 >
λJRJ(t2 − t1) + ‖γRJ‖L1(J)

‖ϕ‖2
L2(J)

.

Suppose by contradiction that there exist ũ ∈ ΩJ and α̃ ≥ α0 such that
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ũ = F (ũ, α̃). Then, we obtain

0 ≥ ũ(t2)ϕ′(t2)− ũ(t1)ϕ′(t1) =
[
ũ(t)ϕ′(t)− ũ′(t)ϕ(t)

]t=t2
t=t1

=

∫ t2

t1

d

dt

[
ũ(t)ϕ′(t)− ũ′(t)ϕ(t)

]
dt =

∫
J

[
ũ(t)ϕ′′(t)− ũ′′(t)ϕ(t)

]
dt

=

∫
J

[
−λJ ũ(t)ϕ(t) + f(t, ũ(t))ϕ(t) + α̃(ϕ(t))2

]
dt

≥ −λJRJ(t2 − t1)− ‖γRJ‖L1(J) + α̃‖ϕ‖2L2(J) > 0,

a contradiction. Hence F satisfies (iii).
We have thus verified all the conditions in Theorem A.2.2. This con-

cludes the proof.

1.3 Multiplicity results

In this section we propose an approach based on the additivity and
excision properties of the Leray-Schauder degree, in order to provide sharp
multiplicity results for positive solutions of the Dirichlet problem (1.1.1)
and, moreover, to have more precise information about the localization of
the solutions.

Throughout the section we suppose that f(t, s) is an L1-Carathéodory
function satisfying (f∗), (f−0 ), (f+

0 ) and (H) with (f∞). Recall also that, in
view of the discussion in Section 1.1, the positive solutions of (1.1.1) are the
nontrivial fixed points of the completely continuous operator Φ: C(I)→ C(I)
defined in (1.1.3).

We introduce now some notation. Let I ⊆ {1, . . . ,m} be a subset of
indices (possibly empty) and let r,R be two fixed constants with

0 < r ≤ r0 < R∗ ≤ R,

where r0 and R∗ are the constants obtained from Lemma 1.1.1 and from
Lemma 1.1.4, respectively. We define two families of open and possibly
unbounded sets

ΩI :=

{
u ∈ C(I) : max

t∈I+i
|u(t)| < R, i ∈ I;

max
t∈I+i
|u(t)| < r, i ∈ {1, . . . ,m} \ I

}
and

ΛI :=

{
u ∈ C(I) : r < max

t∈I+i
|u(t)| < R, i ∈ I;

max
t∈I+i
|u(t)| < r, i ∈ {1, . . . ,m} \ I

}
.
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See Figure 1.1 for the representations of the sets ΩI and ΛI in the easiest
case m = 2.

0 τ σ T

r

R
Ω∅

0 τ σ T

r

R
Ω{1}

0 τ σ T

r

R
Ω{2}

0 τ σ T

r

R
Ω{1,2}

0 τ σ T

r

R
Λ∅

0 τ σ T

r

R
Λ{1}

0 τ σ T

r

R
Λ{2}

0 τ σ T

r

R
Λ{1,2}

Figure 1.1: The figure represents the families of sets ΩI and ΛI , when m = 2
and the subintervals of positivity I+1 := [0, τ ] and I+2 := [σ, T ] are arranged as in
the figure. The sets ΩI are made up of the continuous functions on [0, T ] which
are in the blue area on the intervals I+1 and I+2 , while in the remaining interval
(of negativity) the functions have no constraints. The sets ΛI are made up of
the functions in ΩI such that the maximum on I+i , i = 1, 2, is in the green area.
Since a maximum principle ensures that the solutions of (1.1.1) are non-negative,
in the figure we consider only the non-negative functions belonging to ΩI and ΛI ,
respectively.

We note that, for each I ⊆ {1, . . . ,m}, we have

ΩI =
⋃
J⊆I

ΛJ ∪
⋃
i∈I

{
u ∈ ΩI : max

t∈I+i
|u(t)| = r

}
and the union

⋃
J⊆I ΛJ is disjoint, since ΛJ

′ ∩ ΛJ
′′

= ∅, for J ′ 6= J ′′.
We also observe that for I = ∅ we have

Λ∅ = Ω∅ =

{
u ∈ C(I) : max

t∈I+i
|u(t)| < r, i ∈ {1, . . . ,m}

}
⊇ B(0, r).

By the maximum principle (cf. Lemma C.1.1) any solution u ∈ cl(Λ∅) of the
operator equation u = Φ(u) is a (non-negative) solution of (1.1.1) such that
0 ≤ u(t) ≤ r, for all t ∈

⋃m
i=1 I

+
i . On the other hand, we know that u(t) is

convex in each interval contained in I \
⋃m
i=1 I

+
i and thus we conclude that

0 ≤ u(t) ≤ r, for all t ∈ I, so that u ∈ B[0, r]. Lemma 1.1.1, Lemma 1.1.2
and the choice of r ∈ ]0, r0] then imply

degLS(Id− Φ,Λ∅, 0) = degLS(Id− Φ, B(0, r), 0) = 1. (1.3.1)
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The above relation shows that even if ΛI is an unbounded open set, then,
at least for I = ∅, the topological degree is well-defined. The next result is
the key lemma to provide the existence of nontrivial fixed points (and hence
multiplicity results) whenever the topological degree is defined on the sets
ΛI and ΩI .

Lemma 1.3.1. Let I ⊆ {1, . . . ,m} be a set of indices. Suppose that for all
J ⊆ I the triplets (Id− Φ,ΛJ , 0) and (Id− Φ,ΩJ , 0) are admissible with

degLS(Id− Φ,ΩJ , 0) = 0, ∀ ∅ 6= J ⊆ I. (1.3.2)

Then

degLS(Id− Φ,ΛI , 0) = (−1)#I . (1.3.3)

Proof. First of all, we notice that, in view of (1.3.1), the conclusion is triv-
ially satisfied when I = ∅. Suppose now that m := #I ≥ 1. We are going to
prove our claim by using an inductive argument. More precisely, for every
integer k with 0 ≤ k ≤ m, we introduce the property P(k) which reads as
follows.

P(k) : The formula
degLS(Id− Φ,ΛJ , 0) = (−1)#J

holds for each subset J of I having at most k elements.

In this manner, if we are able to prove P(m), then (1.3.3) follows.

Verification of P(0). See (1.3.1).

Verification of P(1). If J = ∅ the result is already proved in (1.3.1). If
J = {j}, with j ∈ I, we have

degLS(Id− Φ,ΛJ , 0) = degLS(Id− Φ,Λ{j}, 0)

= degLS(Id− Φ,Ω{j} \ Λ∅, 0)

= 0− 1 = −1 = (−1)#J .

Verification of P(k − 1) ⇒ P(k), for 1 ≤ k ≤ m. Assuming the validity
of P(k − 1) we have that the formula is true for every subset of I having
at most k− 1 elements. Therefore, in order to prove P(k), we have only to
check that the formula is true for an arbitrary subset J of I with #J = k.
First, we write ΩJ as the disjoint union

ΩJ = ΛJ ∪
⋃
K(J

ΛK ∪
⋃
i∈J

{
u ∈ ΩJ : max

t∈I+i
|u(t)| = r

}
and, since the degree is well-defined on the sets ΛK, we observe that there
is no fixed point of Φ with u ∈

⋃
i∈J
{
u ∈ ΩJ : maxI+i

|u| = r
}

. Then, by
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the inductive hypothesis, we obtain

degLS(Id− Φ,ΛJ , 0) =

= degLS(Id− Φ,ΩJ , 0)−
∑
K(J

degLS(Id− Φ,ΛK, 0)

= 0−
∑
K(J

(−1)#K = −
∑
K⊆J

(−1)#K + (−1)#J .

Observe now that ∑
K⊆J

(−1)#K = 0,

due to the fact that in a finite set there are so many subsets with even
cardinality as there are with odd cardinality. Thus we conclude that

degLS(Id− Φ,ΛJ , 0) = (−1)#J .

Therefore P(k) is proved.

In order to apply Lemma 1.3.1 we have to check assumption (1.3.2). To
this aim, we introduce a third family of unbounded sets, defined as follows

ΓI :=

{
u ∈ C(I) : max

t∈I+i
|u(t)| < r, i ∈ {1, . . . ,m} \ I

}
,

where I ⊆ {1, . . . ,m}. See Figure 1.2 for the representation of ΓI when
m = 2.

0 τ σ T

r

R
Γ∅

0 τ σ T

r

R
Γ{1}

0 τ σ T

r

R
Γ{2}

0 τ σ T

r

R
Γ{1,2}

Figure 1.2: The figure represents the family of sets ΓI , when m = 2 and the
subintervals of positivity I+1 := [0, τ ] and I+2 := [σ, T ] are arranged as in the
figure. The sets ΓI are made up of the continuous functions on [0, T ] such that
the maximum on some of I+i , i = 1, 2, is in the yellow area, while in the remaining
interval the functions have no constraints. Notice that Γ∅ = Ω∅ = Λ∅, while
Γ{1,2} = C(I), because there are not constraints for the continuous functions. Since
a maximum principle ensures that the solutions of (1.1.1) are non-negative, we
consider only the non-negative function in ΓI .
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It is also convenient to consider L1-Carathéodory functions h : I ×R+ → R
such that

h(t, s) ≥ f(t, s), a.e. t ∈
⋃
i∈I

I+
i , ∀ s ≥ 0;

h(t, s) = f(t, s), a.e. t ∈ I \
⋃
i∈I

I+
i , ∀ s ≥ 0.

(1.3.4)

Using a standard procedure, for any given h(t, s) as above, we define a
completely continuous operator Ψh : C(I)→ C(I) as

(Ψhu)(t) :=

∫
I
G(t, ξ)h̃(ξ, u(ξ)) dξ, t ∈ I,

where

h̃(t, s) =

{
h(t, s), if s ≥ 0;

h(t, 0), if s ≤ 0.

Notice that h(t, 0) = 0, for a.e. t /∈
⋃
i∈I I

+
i , while h(t, 0) ≥ 0, for a.e. t ∈⋃

i∈I I
+
i . In this manner, the first part of Lemma C.1.1 applies for h̃(t, s).

The next result provides sufficient conditions for (1.3.2).

Lemma 1.3.2. Let I ⊆ {1, . . . ,m}, with I 6= ∅. Suppose that the triplet
(Id−Ψh,Γ

I , 0) is admissible for every Carathéodory function h : I×R+ → R
satisfying (1.3.4). Then

degLS(Id− Φ,ΩI , 0) = 0.

Proof. The proof combines some arguments previously developed along the
proofs of Lemma 1.1.4 and Theorem 1.2.2. In order to simplify the notation
we set A :=

⋃
i∈I I

+
i .

For each index i ∈ I, we define λI+i
:= µ

I+i
1 (1) = (π/|I+

i |)2 and we denote

by ϕi the positive eigenfunction of{
ϕ′′ + λI+i

ϕ = 0

ϕ|∂I+i = 0,

with ‖ϕ‖∞ = 1. Then ϕi(t) ≥ 0, for all t ∈ I+
i . We denote by 1I+i

the

indicator function of the interval I+
i .

Next, we define

v(t) :=

∫
I
G(t, s)

(∑
i∈I

ϕi(s)1I+i
(s)

)
ds

and introduce the operator F : C(I)× [0,+∞[→ C(I), as

F (u, α) := Φ(u) + αv.
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To prove our claim, we check (ii) and (iii) of Theorem A.2.2 (clearly,
F (u, 0) = Φ(u), so that (i) is trivially satisfied).

Proof of (ii). Fix α ≥ 0. By the definition of v(t) and the first part of
Lemma C.1.1, any nontrivial solution u ∈ cl(ΩI) of

u = F (u, ζ), for ζ ∈ [0, α],

is a non-negative solution of{
u′′ + h(t, u) = 0

u(0) = u(T ) = 0
(1.3.5)

with

h(t, s) := f(t, s) + ζ
∑
i∈I

ϕi(t)1I+i
(t).

The hypothesis u ∈ cl(ΩI) implies that 0 ≤ u(t) ≤ r for all t ∈ I+
i , if i /∈ I,

and 0 ≤ u(t) ≤ R for all t ∈ I+
i , if i ∈ I.

We first note that 0 ≤ u(t) < R, for every t ∈ A, by the choice of
R ≥ R∗. If I = {1, . . . ,m}, clearly u ∈ ΩI . Otherwise, the admissibility
of the triplets (Id − Ψh,Γ

I , 0) implies that any Ψh has no fixed points on
∂ΓI . Then each non-negative solution of (1.3.5) satisfies 0 ≤ u(t) < r, for
all t ∈

⋃
i/∈I I

+
i . We deduce that u ∈ ΩI .

Since h(t, s) = f(t, s) ≤ 0 for a.e. t ∈ I \
⋃m
i=1 I

+
i and for all s ≥ 0, by

convexity, we conclude that

‖u‖∞ = max
t∈I

u(t) ≤ R.

Then (ii) is proved with Rα := R.

Proof of (iii). Let us fix a constant α0 > 0 with

α0 > max
i∈I

λI+i
RT + ‖γR‖L1(I)

‖ϕi‖2L2(I+i )

.

Suppose, by contradiction, that there exist ũ ∈ cl(ΩI) and α̃ ≥ α0 such that
ũ = F (ũ, α̃) = Φ(ũ) + α̃v. Since Φ(0) = 0, we have ũ 6≡ 0 and, as in the
previous step, ũ(t) is a non-negative solution of (1.3.5) for

h(t, s) := f(t, s) + α̃
∑
i∈I

ϕi(t)1I+i
(t).

By assumption, I 6= ∅. So, let us fix an index k ∈ I and set I+
k := [t1, t2].
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Arguing as in the proof of Theorem 1.2.2, we obtain

0 ≥ ũ(t2)ϕ′k(t2)− ũ(t1)ϕ′k(t1) =
[
ũ(t)ϕ′k(t)− ũ′(t)ϕk(t)

]t=t2
t=t1

=

∫
I+k

d

dt

[
ũ(t)ϕ′k(t)− ũ′(t)ϕk(t)

]
dt =

∫
I+k

[
ũ(t)ϕ′′k(t)− ũ′′(t)ϕk(t)

]
dt

=

∫
I+k

[
−λI+k ũ(t)ϕk(t) + f(t, ũ(t))ϕk(t) + α̃(ϕk(t))

2
]
dt

≥ −λI+k R(t2 − t1)− ‖γR‖L1(I+k ) + α̃‖ϕk‖2L2(I+k )
> 0,

a contradiction. Hence F satisfies (iii).

Putting together Lemma 1.3.1 and Lemma 1.3.2 we can obtain results of
multiplicity of positive solutions provided that we are able to show that the
topological degree on certain open sets is well-defined. With this respect,
observe that from Lemma 1.1.3 we know that there are no positive solutions
u(t) with maxt∈I+i

u(t) ≥ R. Thus, we only have to show that the level r is

not achieved by the solutions u(t) of u = Ψh(u) for t in some of the intervals
I+
i .

Theorem 1.3.1. Let f : I × R+ → R be an L1-Carathéodory function
satisfying (f∗), (f−0 ), (f+

0 ) and (H) with (f∞). Suppose that for every
Carathéodory function g : I × R+ → R satisfying (1.3.4) and for every
∅ 6= I ⊆ {1, . . . ,m} the triplet (Id−Ψh,Γ

I , 0) is admissible. Then there ex-
ist at least 2m−1 positive solutions of the two-point boundary value problem
(1.1.1).

Proof. First of all, we claim that the triplet (Id−Φ,ΛI , 0) is admissible for
all I ⊆ {1, . . . ,m}. Indeed, if I = ∅, this is clear from (1.3.1). If I 6= ∅,
the claim follows since all possible fixed points of Φ are contained in B(0, R)
(as already observed) and they can not achieve the radius r by virtue of the
admissibility of (Id−Ψh,Γ

I , 0) for all ∅ 6= I ⊆ {1, . . . ,m}.
From Lemma 1.3.1 and Lemma 1.3.2 it follows that

degLS(Id− Φ,ΛI , 0) 6= 0, for all I ⊆ {1, . . . ,m}.

Notice that 0 /∈ ΛI , for all ∅ 6= I ⊆ {1, . . . ,m}, and the sets ΛI are pairwise
disjoint. We obtain the claim using the fact that the number of nonempty
subsets of a set with m elements is 2m − 1.

1.4 A special case: f(t, s) = a(t)g(s)

In this section we provide an application of the existence and multiplicity
results obtained in Section 1.2 and Section 1.3 to the search of positive
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solutions for a two-point boundary value problem of the form{
u′′ + a(t)g(u) = 0

u(0) = u(T ) = 0,
(1.4.1)

where we suppose that g : R+ → R+ is a continuous function such that

(g∗) g(0) = 0, g(s) > 0 for s > 0.

With the aim of providing a simplified exposition of our main result, we
suppose that the weight function a : I → R is continuous. The more general
case of an L1-weight function can be treated as well with minor modifica-
tions in the statements of the theorems (this will be briefly discussed in
Section 1.4.4). Since we are looking for positive solutions of (1.4.1), in order
to avoid trivial situations, we suppose that

a+(t) := max{a(t), 0} 6≡ 0. (1.4.2)

In the context of continuous functions this is just the same as to assume
a(x0) > 0 for some x0 ∈ I. As usual, we also set a−(t) := max{−a(t), 0}, so
that a(t) = a+(t)− a−(t).

In order to enter the general setting of the previous sections for

f(t, s) := a(t)g(s), (1.4.3)

we suppose that

g0 := lim sup
s→0+

g(s)

s
< +∞ and g∞ := lim inf

s→+∞

g(s)

s
> 0.

In such a situation, we can extend g(s) to the negative real line, by setting
g(s) = 0, for every s ≤ 0. Then, Lemma C.1.1 ensures that any nontrivial
solution u(t) of (1.4.1) satisfies u(t) > 0 for all t ∈ ]0, T [ with u′(0) >
0 > u′(T ). Notice also that f(t, s) defined as in (1.4.3) satisifies (f−0 ) for
q−(t) := g0 a

−(t).
Now, we translate condition (f+

0 ) in the new setting. From

lim sup
s→0+

f(t, s)

s
= lim sup

s→0+

a(t)g(s)

s
≤ g0 a

+(t), uniformly for all t ∈ I,

we immediately conclude that (f+
0 ) holds if and only if

g0 < λ0,

where λ0 > 0 is the first eigenvalue of the eigenvalue problem

ϕ′′ + λa+(t)ϕ = 0, ϕ(0) = ϕ(T ) = 0.

As a next step, we look for an equivalent formulation of conditions (H)
and (f∞) for f(t, s) as in (1.4.3). Accordingly, we consider the following
hypothesis on the weight function.
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(a∗) There exists a finite sequence of 2m+ 2 points in [0, T ] (possibly coin-
cident)

0 = τ0 ≤ σ1 < τ1 < σ2 < τ2 < . . . < σm < τm ≤ σm+1 = T

such that

• a(t) ≥ 0, for all t ∈ [σi, τi], i = 1, . . . ,m;

• a(t) ≤ 0, for all t ∈ ]τi, σi+1[, i = 0, 1, . . . ,m.

By assuming (a∗) we implicitly suppose that a(t) vanishes at the points
x = τ1, σ2, . . . , τm−1, σm. With a usual convention, if τ0 = σ1 (or τm = σm+1)
the assumption a(t) ≤ 0 on the first open interval (or on the last one,
respectively) is vacuously satisfied.

Remark 1.4.1. The sign condition on the weight function allows the pos-
sibility that a(t) may identically vanish in some subintervals of I (even
infinitely many). Figure 1.3 shows a possible graph which is in agreement
with assumption (a∗). C

Figure 1.3: The figure shows the graph of the continuous function a(t) :=
max{0, t(1 − t) sin(3/t(1 − t))} − max{0,− sin(11tπ)/4} on ]0, 1[ and defined as
0 at the endpoints. This is an example of weight function that satisfies (a∗) for an
obvious choice of the points σi and τi and, moreover, it has infinitely many humps.

Given any a(t) satisfying (a∗), consistently with the notation introduced
in Section 1.1, we set

I+
i := [σi, τi], i = 1, . . . ,m.

For such a choice of the weight function a(t), we have that (H) is satisfied
for f(t, s) as in (1.4.3). Moreover, for every i = 1, . . . ,m, we obtain

lim inf
s→+∞

f(t, s)

s
= lim inf

s→+∞

a(t)g(s)

s
≥ g∞ a(t), uniformly for all t ∈ I+

i .
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Thus we conclude that (f∞) holds provided that

a(t) 6≡ 0 on I+
i and g∞ > λi1, ∀ i = 1, . . . ,m,

where λi1 > 0 is the first eigenvalue of the eigenvalue problem

ϕ′′ + λa(t)ϕ = 0, ϕ|∂I+i = 0.

Notice that, as a consequence of Sturm theory (see, for instance, [55, 183]),
we know that

λ0 ≤ λi1, ∀ i = 1, . . . ,m.

1.4.1 Existence of positive solutions

Now we are in a position to present some corollaries of the existence
results in Section 1.2 for problem (1.4.1). In this context, Theorem 1.2.1
implies the following one.

Theorem 1.4.1. Let g : R+ → R+ be a continuous function satisfying (g∗)
and let a : I → R be a continuous function satisfying (a∗). Moreover, suppose
that

g0 < λ0

and a(t) 6≡ 0 on I+
i , for each i = 1, . . . ,m, with

g∞ > max
i=1,...,m

λi1.

Then problem (1.4.1) has at least a positive solution.

As an obvious corollary of Theorem 1.4.1, we have that if g0 = 0 and
g∞ = +∞, then a positive solution always exists, provided that a(t) 6≡ 0 on
I+
i (see Corollary 1.2.1 and also compare to [93, Corollary 4.2]).

Remark 1.4.2. First of all, we observe that Theorem 1.4.1 (as well as
the more general Theorem 1.2.1) applies in a trivial manner if a(t) ≥ 0
(and a(t) 6≡ 0) on I. Indeed, as already remarked after the introduction of
condition (H), such hypothesis is satisfied also when f(t, s) ≥ 0 for a.e. t ∈ I
and for each s ≥ 0.

In the case of a sign-changing weight function a(t), namely when a+(t) 6≡
0 and also a−(t) 6≡ 0, the choice of the intervals I+

i is mandatory when the
set a−1(0) = {t ∈ I : a(t) = 0} is made by a finite number of simple zeros.
In such a situation, a(t) > 0 on ]σi, τi[ and a(t) < 0 on ]τi, σi+1[. The choice
of the intervals I+

i is also determined if a−1(0) is finite. However, generally
speaking, there is some arbitrariness in the choice of the way in which we
separate the intervals of non-negativity to the intervals of non-positivity
of a(t). This happens, for instance, when a−1(0) contains an interval. In
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such a situation, the manner in which we define the intervals I+
i affects the

computation of the eigenvalues λi and hence the lower bound for g∞.

With this respect we exhibit a simple example. Let us consider the
following weight function

aε(t) =


1, if t ∈

[
0,
π

2
− ε
]
∪
[π

2
+ ε, π

]
;

0, if t ∈
]π

2
− ε, π

2
+ ε
[
;

−1, if t ∈ ]π, 2π];

(1.4.4)

where 0 < ε < π/2 is fixed (cf. Figure 1.4). For convenience, we have chosen
for our example a (discontinuous) step function, however, our argument can
be adapted in the continuous case via a smoothing procedure on aε(t).

t

aε(t)

0

−1

1

π
2 − ε

π
2 + ε π 2π

Figure 1.4: The figure shows the graph of the function aε : [0, 2π] → R defined in
(1.4.4).

For this weight function we can take I+
1 = [σ1, τ1] = [0, π2 − ε] and

I+
2 = [σ2, τ2] = [π2 + ε, π]. In this situation, we have aε(t) = 0 on ]τ1, σ2[ =

]π2 − ε,
π
2 + ε[ and aε(t) < 0 on ]τ2, σ3] = ]π, 2π]. Moreover,

λ1
1 = λ2

1 =

(
2π

π − 2ε

)2

> 4.

On the other hand, for the same weight function, we can also take I+
1 =

[σ1, τ1] = [0, π] as unique interval of non-negativity. To compute λ1
1, we have

to determine the first eigenvalue of ϕ′′+ λaε(t)ϕ = 0 with ϕ(0) = ϕ(π) = 0.
For ε > 0 very close to zero, we find that λ1

1 is close to 1 (and for sure
less than 4). As a consequence, with this second choice of the interval, we
provide a better lower bound for g∞.

The above example shows that Theorem 1.4.1 is a slightly more general
version of [93, Theorem 4.1], in the sense that we can improve the lower
bound on g∞ (at least for some particular weight functions which vanish on
their intervals of non-negativity). C
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Another way to improve the lower bound on g∞ of Theorem 1.4.1 is
feasible by applying Theorem 1.2.2. However, this requires to impose a
further growth assumption on g(s).

Theorem 1.4.2. Let g : R+ → R+ be a continuous function satisfying (g∗)
and let a : I → R be a continuous function satisfying (a∗). Moreover, suppose
that

g0 < λ0

and a(t) 6≡ 0 on I+
i , for each i = 1, . . . ,m, with

g∞ > min
i=1,...,m

λi1 and lim sup
s→+∞

g(s)

s
< +∞.

Then problem (1.4.1) has at least a positive solution.

Remark 1.4.3. We have stated Theorem 1.4.2 in a form which is suitable
for a comparison with Theorem 1.4.1. Actually, the result holds even we do
not assume (a∗), but we just suppose that there exists an interval J ⊆ I
where a(t) ≥ 0 and a(t) 6≡ 0, and g∞ > λJ1 , where λJ1 is the first eigenvalue
of the eigenvalue problem ϕ′′ + λa(t)ϕ = 0, ϕ|∂J = 0. C

We conclude this section with a direct corollary of Theorem 1.4.1.

Corollary 1.4.1. Let g : R+ → R+ be a continuous function satisfying (g∗)
and let a : I → R be a continuous function satisfying (a∗). Moreover, suppose
that

g0 = 0 and g∞ > 0.

Then, there exists ν∗ > 0 such that, for each ν > ν∗, the boundary value
problem {

u′′ + νa(t)g(u) = 0

u(0) = u(T ) = 0

has at least a positive solution.

1.4.2 Multiplicity of positive solutions

Now we show how the main results of Section 1.3 can be applied when
f(t, s) = a(t)g(s). To this aim, besides (1.4.2), we also suppose

a−(t) 6≡ 0. (1.4.5)

Consistently with assumption (a∗), we select, without loss of generality, the
endpoints of the intervals I+

i in such a manner that

a(t) 6≡ 0 on each of the subintervals [σi, τi] and a(t) 6≡ 0 on all
left neighborhoods of σi and on all right neighborhoods of τi.
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In order to explain the rule that we have decided to follow so as to
determine the endpoints of the intervals, let us consider the following weight
function on the interval I = [0, 7π]

a(t) =

{
sin t, if t ∈ [0, π] ∪ [3π, 4π] ∪ [6π, 7π];

0, if t ∈ [π, 3π] ∪ [4π, 6π];
(1.4.6)

(cf. Figure 1.5). Among the various possibilities that one could adopt to
choose the endpoints of the intervals according to condition (a∗), the follow-
ing choice would fit with the above convention: σ1 = 0, τ1 = 3π, σ2 = 4π,
τ2 = 7π.

t

a(t)

0

−1

1

π

3π 4π

6π 7π

Figure 1.5: The figure shows the graph of the continuous function a(t) : [0, 7π]→ R
defined in (1.4.6).

To discuss another example, let us consider a function with a graph as
that of Figure 1.3. It is clear that it satisfies (1.4.2) and (1.4.5), provided
that we adopt a suitable choice of the points σi and τi. Typically, we shall
proceed in the following manner: if there is an interval where a(t) ≡ 0
between an interval where a(t) > 0 and an interval where a(t) < 0, we
choose σi and τi in such a way that a(t) < 0 on ]τi, σi+1[ and we merge the
interval where a(t) ≡ 0 to an adjacent interval where a(t) ≥ 0.

We need also to introduce a further notation. For any weight function
a(t) satisfying (a∗) (with the endpoints σi, τi chosen as described above), we
set

aµ(t) := a+(t)− µa−(t), t ∈ [0, T ],

where µ > 0 is a parameter. Notice that a(t) = aµ(t) for µ = 1 and,
moreover, for every µ > 0, it holds that aµ(t) satisfies (a∗) with the same σi
and τi chosen for a(t).

The introduction of the parameter µ is made only with the purpose to
clarify the role of the negative humps of a(t) in order to produce multiplicity
results. In other words, when we require that µ > 0 is sufficiently large, we
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have a more precise manner to express the intuitive fact that the negative
humps of a(t) are great enough.

Now we are in a position to present our main multiplicity result for the
boundary value problem {

u′′ + aµ(t)g(u) = 0

u(0) = u(T ) = 0.
(1.4.7)

Recall that we are assuming that a : I → R is a continuous weight function
satisfying (1.4.2), (1.4.5) and (a∗) with the convention described above.

Theorem 1.4.3. Let g : R+ → R+ be a continuous function satisfying (g∗)
and let a : I → R be a continuous function satisfying (a∗). Moreover, suppose
that

g0 < λ0 and a(t) 6≡ 0 on each I+
i with g∞ > max

i=1,...,m
λi1.

Then there exists µ∗ > 0 such that, for each µ > µ∗, problem (1.4.7) has at
least 2m − 1 positive solutions.

Proof. From g0 < λ0, we can choose δ > 0 such that g0 < λ0− δ. Let r0 > 0
be as in Lemma 1.1.2 and fix 0 < r ≤ r0 such that

g(s)

s
< λ0 − δ, ∀ 0 < s ≤ r. (1.4.8)

Let R∗ > 0 as in Lemma 1.1.4 and fix R ≥ R∗.
Let I ⊆ {1, . . . ,m}. Using the notation introduced in Section 1.3, con-

sider the open and unbounded set ΓI . Moreover, consider an arbitrary
L1-Carathéodory function h : I × R+ → R such that

h(t, s) ≥ a(t)g(s), a.e. t ∈
⋃
i∈I

I+
i , ∀ s ≥ 0;

h(t, s) = a(t)g(s), a.e. t ∈ I \
⋃
i∈I

I+
i , ∀ s ≥ 0;

(1.4.9)

and, as usual, define the completely continuous operator Ψh : C(I)→ C(I),

(Ψhu)(t) :=

∫
I
G(t, ξ)h̃(ξ, u(ξ)) dξ, t ∈ I,

where

h̃(t, s) :=

{
h(t, s), if s ≥ 0;

h(t, 0), if s ≤ 0.

We know that every fixed point of Ψh is a non-negative solution of{
u′′ + h(t, u) = 0

u(0) = u(T ) = 0.
(1.4.10)
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To prove the claim, we use Theorem 1.3.1. In particular we have to show
that the triplet (I −Ψh,Γ

I , 0) is admissible for each Carathéodory function
h satisfying (1.4.9) and for each ∅ 6= I ⊆ {1, . . . ,m}.

By the choice of R ≥ R∗ and by the convexity of the solution of (1.4.10)
on each interval contained in I \

⋃m
i=1 I

+
i , we know that every fixed point u

of Ψh is contained in the open ball B(0, R), with R > 0 independent of the
particular choice of h(t, s) (see Lemma 1.1.3). Consequently it is sufficient
to prove that Ψh has no fixed points in ∂(ΓI ∩ B(0, R)), for µ sufficiently
large.

First, we note that if I = {1, . . . ,m} there is nothing to prove, since
all fixed points in ΓI = C(I) are contained in B(0, R). Then fix ∅ 6= I (
{1, . . . ,m}. By contradiction, suppose that there is a fixed point u of Ψh in
∂(ΓI ∩B(0, R)). Due to what we have just remarked, this is equivalent to
assuming the existence of a solution u of (1.4.10) with

max
t∈I+k

u(t) = r, for some index k ∈ {1, . . . ,m} \ I,

and such that maxt∈I u(t) < R. Clearly u 6≡ 0 and, moreover, by the
concavity of u(t) in I+

k , we also have

u(t) ≥ r

τk − σk
min{t− σk, τk − t}, ∀ t ∈ I+

k . (1.4.11)

In order to prove that our assumption is contradictory and hence that
the topological degree is well-defined, we split our argument into three steps.

Step 1. A priori bounds for |u′(t)| on I+
k . This part of the proof follows

by adapting a similar estimate obtained in Theorem 1.2.2. Notice that
h(t, u(t)) = a(t)g(u(t)) = a+(t)g(u(t)), for a.e. t ∈ I+

k . Hence

|u′′(t)| ≤ γr(t) := a+(t) max
0≤s≤r

g(s), a.e. t ∈ I+
k ,

and, therefore

|u′(y1)− u′(y2)| ≤ ‖γr‖L1(I+k ), ∀ y1, y2 ∈ I+
k .

Let t̂ ∈ I+
k = [σk, τk] be such that |u′(t̂)| ≤ r/(τk−σk) (otherwise we have an

easy contradiction like in the proof of Theorem 1.2.2). Hence for all t ∈ I+
k

|u′(t)| ≤ |u′(t̂)|+ |u′(t)− u′(t̂)| ≤ r

τk − σk
+ ‖γr‖L1(I+k ) =: Mk. (1.4.12)

Step 2. Lower bounds for u(t) on the boundary of I+
k . Let ϕk be the positive

eigenfunction on I+
k = [σk, τk] of{

ϕ′′ + λk1a
+(t)ϕ = 0

ϕ|∂I+k = 0,
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with ‖ϕk‖∞ = 1, where λk1 is the first eigenvalue. Then ϕk(t) ≥ 0, for all
t ∈ I+

k , ϕk(t) > 0, for all t ∈ ]σk, τk[, and ϕ′k(σk) > 0 > ϕ′k(τk) (hence
‖ϕ′k‖∞ > 0).

By (1.4.8) and λ0 ≤ λk1, we know that

g(s) < (λk1 − δ)s, ∀ 0 < s ≤ r.

Then, by (1.4.11), we have

‖ϕ′k‖∞(u(σk) + u(τk)) ≥
≥ u(σk)|ϕ′k(σk)|+ u(τk)|ϕ′k(τk)| = u(σk)ϕ

′
k(σk)− u(τk)ϕ

′
k(τk)

=
[
u′(t)ϕk(t)− u(t)ϕ′k(t)

]t=τk
t=σk

=

∫ τk

σk

d

dt

[
u′(t)ϕk(t)− u(t)ϕ′k(t)

]
dt

=

∫
I+k

[
u′′(t)ϕk(t)− u(t)ϕ′′k(t)

]
dt

=

∫
I+k

[
−h(t, u(t))ϕk(t) + u(t)λk1a

+(t)ϕk(t)
]
dt

=

∫
I+k

[
λk1u(t)− g(u(t))

]
a+(t)ϕk(t) dt

>

∫
I+k

δ

(
r

τk − σk
min{t− σk, τk − t}

)
a+(t)ϕk(t) dt

= r

[
δ

τk − σk

∫
I+k

min{t− σk, τk − t}a+(t)ϕk(t) dt

]
.

Hence, from the above inequality, we conclude that there exists a con-
stant ck > 0, depending on δ, I+

k and a+(t), but independent of u(t) and r,
such that

u(σk) + u(τk) ≥ ckr > 0.

As a consequence of the above inequality, we have that at least one of the
two inequalities

0 <
ckr

2
≤ u(τk) ≤ r, 0 <

ckr

2
≤ u(σk) ≤ r, (1.4.13)

holds.

Step 3. Contradiction on an adjacent interval for µ large. Just to fix a case
for the rest of the proof, suppose that the first inequality in (1.4.13) is true.
In such a situation, we necessarily have τk < T (as u(T ) = 0). Now we
focus our attention on the right-adjacent interval [τk, σk+1], where a(t) ≤ 0.
Recall also that, by the convention we have adopted in defining the intervals
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I+
i , we have that a(t) is not identically zero on all right neighborhoods of
τk.

Since g(s) > 0 for all s > 0, we can introduce the positive constant

νk := min
ckr

4
≤s≤R

g(s) > 0

and define

δ+
k := min

{
σk+1 − τk,

ckr

4Mk

}
> 0,

where Mk > 0 is the bound for |u′| obtained in (1.4.12) of Step 1. Then, by
the convexity of u(t) on [τk, σk+1], we have that u(t) is bounded from below
by the tangent line at (τk, u(τk)), with slope u′(τk) ≥ −Mk. Therefore,

ckr

4
≤ u(t) ≤ R, ∀ t ∈ [τk, τk + δ+

k ].

We prove that for µ > 0 sufficiently large maxt∈[τk,σk+1] u(t) > R (which
is a contradiction to the upper bound for u(t)).

Consider the interval [τk, τk + δ+
k ] ⊆ [τk, σk+1]. For all t ∈ [τk, τk + δ+

k ]
we have

u′(t) = u′(τk) +

∫ t

τk

µa−(ξ)g(u(ξ)) dξ ≥ −Mk + µνk

∫ t

τk

a−(ξ) dξ,

then

u(t) = u(τk) +

∫ t

τk

u′(ξ) dξ ≥ ckr

2
−Mk(x− τk) + µνk

∫ t

τk

(∫ s

τk

a−(ξ) dξ

)
ds.

Hence, for t = τk + δ+
k ,

R ≥ u(τk + δ+
k ) ≥ ckr

2
−Mkδ

+
k + µνk

∫ τk+δ+k

τk

(∫ s

τk

a−(ξ) dξ

)
ds.

This gives a contradiction if µ is sufficiently large, say

µ > µ+
k :=

R+MkT

νkA
+
k

,

where we have set

A+
k :=

∫ τk+δ+k

τk

(∫ s

τk

a−(ξ) dξ

)
ds > 0,

recalling that
∫ t
τk
a−(ξ) dξ > 0 for each t ∈ ]τk, σk+1].

A similar argument (with obvious modifications) applies if the second
inequality in (1.4.13) is true (in such a case, we must have σk > 0, as
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u(0) = 0). This time we focus our attention on the left-adjacent interval
[τk−1, σk] where a(t) ≤ 0. Recall also that, by the convention we have
adopted in defining the intervals I+

i , we have that a(t) is not identically
zero on all left neighborhoods of σk.

If we define

δ−k := min

{
σk − τk−1,

ckr

4Mk

}
> 0,

we obtain the same contradiction for

µ > µ−k :=
R+MkL

νkA
−
k

,

where we have set

A−k :=

∫ σk

σk−δ−k

(∫ σk

s
a−(ξ) dξ

)
ds.

At the end, we define

µ∗ := max
k=1,...,m

µ±k

and we apply Theorem 1.3.1 with µ > µ∗. The proof is completed.

See Figure 1.6 for a numerical example concerning the multiplicity result
stated in Theorem 1.4.3.

An immediate consequence of Theorem 1.4.3 is the following result which
generalizes [94, Theorem 2.1].

Corollary 1.4.2. Let g : R+ → R+ be a continuous function such that
g(0) = 0 and g(s) > 0 for all s > 0. Suppose also that

lim
s→0+

g(s)

s
= 0 and lim

s→+∞

g(s)

s
= +∞.

Let a± : I → R+ be continuous functions such that for some 0 = τ0 ≤ σ1 <
τ1 < σ2 < τ2 < . . . < σm < τm ≤ σm+1 = T it holds that

a+(t) 6≡ 0, a−(t) ≡ 0, on [σi, τi], i = 1, . . . ,m;

a−(t) 6≡ 0, a+(t) ≡ 0, on [τi, σi+1], i = 0, . . . ,m.

Then there exists µ∗ > 0 such that, for each µ > µ∗, problem (1.4.7) has at
least 2m − 1 positive solutions.

We conclude this section with a direct corollary of Theorem 1.4.3.
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Figure 1.6: The figure shows an example of multiple positive solutions for problem
(1.4.7). For this numerical simulation we have chosen I = [0, 1], a(t) = sin(7πt),
µ = 20 and g(s) = max{0, 500 s arctan |s|}. Notice that the weight function a(t)
has 4 positive humps. We show the graphs of the 15 positive solutions of (1.4.7).

Corollary 1.4.3. Let g : R+ → R+ be a continuous function satisfying (g∗)
and let a : I → R be a continuous function satisfying (a∗). Moreover, suppose
that

g0 = 0 and g∞ > 0.

Then, there exists ν∗ > 0 such that, for each ν > ν∗, there exists µ∗ =
µ∗(ν) > 0 so that the boundary value problem{

u′′ +
(
νa+(t)− µa−(t)

)
g(u) = 0

u(0) = u(T ) = 0

has at least 2m − 1 positive solutions for each µ > µ∗.
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1.4.3 Radially symmetric solutions

Let ‖ · ‖ be the Euclidean norm in RN (for N ≥ 2) and let

Ω := B(0, R2) \B[0, R1] =
{
x ∈ RN : R1 < ‖x‖ < R2

}
be an open annular domain, with 0 < R1 < R2. Let Aµ : [R1, R2]→ R be a
continuous function defined as

Aµ(r) := A+(r)− µA−(r), µ > 0.

We consider the problem of existence of positive solutions for the Dirich-
let boundary value problem{

−∆U = Aµ(‖x‖) g(U) in Ω

U = 0 on ∂Ω,
(1.4.14)

namely classical solutions such that U(x) > 0 for all x ∈ Ω. If we look
for radially symmetric solutions of (1.4.14), we are led to the study of the
two-point boundary value problem

v′′(r) +
N − 1

r
v′(r) +Aµ(r)g(v(r)) = 0, v(R1) = v(R2) = 0. (1.4.15)

Indeed, if v(r) is any solution of (1.4.15), then U(x) := v(‖x‖) is a solution
of (1.4.14). Using the standard change of variable

t = h(r) :=

∫ r

R1

ξ1−N dξ,

it is possible to transform (1.4.15) into the equivalent problem

u′′(t) + r(t)2(N−1)Aµ(r(t))g(u(t)) = 0, u(0) = u(T ) = 0, (1.4.16)

for
u(t) = v(r(t)),

with the positions

T :=

∫ R2

R1

ξ1−N dξ and r(t) := h−1(t)

(see Section C.2). Clearly, problem (1.4.16) is of the same form of (1.4.7)
with

aµ(t) := r(t)2(N−1)Aµ(r(t)), t ∈ [0, T ].

Then, the following results hold, for every continuous function g : R+ → R+

such that g(0) = 0 and g(s) > 0 for all s > 0 and satisfying

lim
s→0+

g(s)

s
= 0 and lim

s→+∞

g(s)

s
= +∞.
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Theorem 1.4.4. Suppose that Aµ(r) changes its sign in [R1, R2] at most
a finite number of times and A+(r) 6≡ 0. Then, for every µ ≥ 0, problem
(1.4.14) has at least a positive radially symmetric (classical) solution.

Theorem 1.4.5. Suppose that for some R1 = τ0 ≤ σ1 < τ1 < σ2 < τ2 <
. . . < σm < τm ≤ σm+1 = R2 it holds that

A+(r) 6≡ 0, A−(r) ≡ 0, on [σi, τi], i = 1, . . . ,m;

A−(r) 6≡ 0, A+(r) ≡ 0, on [τi, σi+1], i = 0, . . . ,m.

Then there exists µ∗ > 0 such that, for each µ > µ∗, problem (1.4.14) has
at least 2m − 1 positive radially symmetric (classical) solutions.

Theorem 1.4.4 and Theorem 1.4.5 can be seen as an extension of the
classical existence result of Bandle, Coffman and Marcus [13] to the case
of a general sign-changing weight. It could be interesting to investigate
under which supplementary assumptions the above results are sharp (that
is, providing exactly one positive solution or exactly 2m−1 positive solutions,
respectively).

As a comment about the sign conditions on Aµ(r), we observe that our
results apply to weight functions which may vanish in some sub-intervals of
[R1, R2] (even in infinitely many sub-intervals), see Remark 1.4.1. Concern-
ing the continuous nonlinearity g(s), we notice that, besides the positivity
and the conditions for s→ 0+ and for s→ +∞, no other assumptions (like
smoothness, monotonicity or homogeneity) are required.

1.4.4 Final remarks

For the study of problem (1.4.1) we have confined ourselves to the
case of a continuous weight function a(t). Since the general results for
problem (1.1.1) have been obtained under general Carathéodory assump-
tions on f(t, s), we can deal with the case of a ∈ L1(I), too. With this
respect, Theorem 1.4.1 and Theorem 1.4.2 are still valid provided that
the assumption a(t) 6≡ 0 on I+

i is meant in the sense that a(t) ≥ 0 for
a.e. t ∈ I+

i and
∫
I+i
a(t)dt > 0. Concerning the variant of Theorem 1.4.3 for

aµ(t) = a+(t)−µa−(t), with a± ∈ L1(I) and a± ≥ 0 almost everywhere, we
claim that our result still holds provided that the endpoints of the intervals
are selected so that

∫ t
τk
a−(ξ)dξ > 0 for all t ∈ ]τk, σk+1] and

∫ σk
t a−(ξ)dξ > 0

for all t ∈ [τk−1, σk[ (for each k = 1, . . . ,m). In this manner, the constants
A±k in Step 3 of the proof of Theorem 1.4.3 are all strictly positive. All the
other parts of the proof are exactly the same.

In [93] a class of measurable weight functions which are possibly singular
at the endpoints of the interval I is considered. More precisely, therein one
can consider a function a ∈ L1

loc(I) such that
∫
I t(T − t)|a(t)| dt < +∞.

The possibility of dealing with weight functions which are not in L1(I)
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depends by the method of proof in [93] based on the search of fixed points
for the operator associated with the Green function. Since in this chapter
we follow the same approach, we can also deal with such a wider class of
weight functions.

The main goal of this chapter is to present our topological approach. In
order to avoid unnecessary technicalities, we have dealt with the Dirichlet
problem associated with the easiest differential equation u′′ + a(t)g(u) = 0.
We underline that one can achieve the same existence and multiplicity results
also for a more general equation of the form

u′′ + c(t)u′ + a(t)g(u) = 0,

where c : [0, T ] → R is a continuous function. Indeed, using a standard
change of variable (recalled in Section C.2), we are able to transform this
equation into the one that we have considered in this final section. We also
refer to Chapter 2, where other generalizations of the nonlinearity f(t, s) =
a(t)g(s) are considered.

Our topological approach can be adapted to the study of different bound-
ary value problems. For instance, like in [113], one can consider mixed
boundary conditions like u′(0) = u(T ) = 0 or u(0) = u′(T ) = 0, or more in
general a Sturm-Liouville boundary conditions of the form{

αu(0)− βu′(0) = 0

γu(T )− δu′(T ) = 0,

where α, β, γ, δ ≥ 0 with γβ+αγ+αδ > 0 (see Section 2.4 and the subsequent
sections, where this type of problems are considered).

Finally, we underline that the advantage in using a topological degree
approach lies also on the fact that, once we have found an open bounded set
where the degree is non-zero, we know that such a result is stable under small
perturbations of the operator. Thus our theorems also apply to equations
which are small perturbations of the equation in (1.4.1). For example, we
could even add to the equation small terms of a functional form, such as
terms of (nonlocal) integral type or with a delay. Of course, in such a case, to
provide positive solutions, one should look for a suitable maximum principle.
In particular, the existence and multiplicity results hold for equations of the
form

u′′ + a(t)g(u) + εh(t, u, u′) = 0,

for |ε| small enough.
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Chapter 2
More general nonlinearities f (t, s)

This chapter is devoted to some further investigations on the nonlinear
second order differential equation

u′′ + f(t, u) = 0. (2.0.1)

More precisely, we show how the topological approach introduced in the
previous chapter can be used to obtain existence and multiplicity results for
positive solutions when considering more general nonlinearities f(t, s).

In the first part of this chapter (from Section 2.1 to Section 2.3) we deal
with a nonlinearity of the form

f(t, s) = a(t)g(s),

where both the functions a(t) and g(s) are allowed to change sign. We
assume that the function g(s) is continuous and satisfies suitable growth
conditions, including the superlinear case g(s) = sp, with p > 1. In particu-
lar, with respect to the situation considered in Section 1.4, we still suppose
that g(s)/s is small near zero and large at infinity, but we do not require
that g(s) is non-negative in a neighborhood of zero. We give an existence
result for positive solutions to the Dirichlet problem associated with (2.0.1).

In the second part (from Section 2.4 to Section 2.8) we study positive so-
lutions of a Sturm-Liouville boundary value problem associated with (2.0.1)
when the nonlinearity is of the form

f(t, s) :=

m∑
i=1

αiai(t)gi(s)−
m+1∑
j=0

βjbj(t)kj(s),

where αi, βj > 0, ai(t), bj(t) are non-negative Lebesgue integrable functions
defined in [0, T ], and the nonlinearities gi(s), kj(s) are continuous, positive

39
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and satisfy suitable growth conditions, as to cover the classical superlinear
equation u′′ + a(t)up = 0, with p > 1. When the positive parameters βj are
sufficiently large, we prove the existence of at least 2m−1 positive solutions.

In both parts, with positive solution we mean a solution in the Carathéo-
dory sense and such that u(t) > 0 for every t ∈ ]0, T [.

2.1 Sign-changing nonlinearities: introduction

In this first part we are interested in the study of positive solutions for
the nonlinear two-point boundary value problem{

u′′ + a(t)g(u) = 0

u(0) = u(T ) = 0,
(2.1.1)

where a : [0, T ] → R is a Lebesgue integrable function and g : R+ → R is a
continuous function. As in Section 1.4.1, we focus on the existence of at least
a positive solution of (2.1.1), but, with respect to Chapter 1, we improve
the conditions on the nonlinearity g(s).

Our assumptions allow the weight function a(t) to change its sign a
finite number of times and, concerning the nonlinearity, we suppose that
g(s) can change its sign, even an infinite number of times, and that, roughly
speaking, it has a superlinear growth at zero and at infinity. In more detail,
with respect to the growth of g(s)/s at zero, we assume a very general
condition (cf. hypothesis (hIII)) which depends on the sign of g(s) in a right
neighborhood of zero.

Our main result states that, under the conditions just presented, problem
(2.1.1) has at least a positive solution. Our theorem clearly covers the case
g(s) = sp, with p > 1. Moreover, the results concerning the BVP (2.1.1)
where is assumed that a(t)g(s) ≥ 0 for a.e. t ∈ [0, T ] and for all s ≥ 0
(see [76, 113, 146]) or that g(s) > 0 for all s > 0, when a(t) is allowed to
change sign (see [27, 93] and also Section 1.4), do not contain our result and,
in some cases, are easy consequences of it.

Figure 2.1 and Figure 2.2 show examples of nonlinearities g(s) satisfying
our assumptions and which are not covered by previous results.

Now we state the hypotheses on a(t) and on g(s), we recall some classical
results and we prove two preliminary lemmas that are then employed in
Section 2.2 for the main result.

We consider the nontrivial closed interval [0, T ], pointing out that dif-
ferent choices of a nontrivial compact interval contained in R can be made.
Let a : [0, T ]→ R be an L1-weight function. Clearly the case of a continuous
function can also be treated. We assume that
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Figure 2.1: The figure shows a numerical simulation obtained by setting a(t) =
sin(3πt) in [0, 1] and g(s) = min{20s6/5 − 6s3 + s4, 400 s arctan(s)}, for s ≥ 0. On
the left we have shown the graph of g(s). We underline that g(s) changes sign
and g(s)/s 6→ +∞ as s → +∞. On the right we have represented the image of
the segment {0} × [0, 12] through the Poincaré map in the phase-plane (u, u′). It
intersects the negative part of the u′-axis in a point, hence there is a positive initial
slope at t = 0 from which departs a solution which is positive on ]0, 1[ and vanishes
at t = 1.

Figure 2.2: The figure shows a numerical simulation obtained by setting a(t) =
sin(7πt) in [0, 1] and g(s) = s3 + s2 sin(1/s), for s ≥ 0. On the left we have shown
the graph of g(s). The nonlinearity g(s) changes sign an infinite number of times
in every neighborhood of zero. On the right we have represented the image of the
segment {0} × [0, 16] through the Poincaré map in the phase-plane (u, u′).

(hI) there exist m ≥ 1 intervals I+
1 , . . . , I

+
m, closed and pairwise disjoint,

such that

a(t) ≥ 0, a.e. t ∈
m⋃
i=1

I+
i ;

a(t) ≤ 0, a.e. t ∈ [0, T ] \
m⋃
i=1

I+
i .

We underline that assumption (hI) trivially includes the case where a(t) ≥ 0
for a.e. t ∈ [0, T ], taking m = 1 and I+

1 = [0, T ].
Concerning the nonlinearity, we suppose that g : R+ → R is a continuous
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function such that

(hII) g(0) = 0 and g 6≡ 0.

We set

ginf0 := lim inf
s→0+

g(s)

s
> −∞, gsup0 := lim sup

s→0+

g(s)

s
< +∞

and

g∞ := lim inf
s→+∞

g(s)

s
> 0.

We emphasize that we do not suppose g(s) ≥ 0 on R+ and, in particular,
it is not required that g(s) > 0 for all s > 0 (as in [76, 93, 113] and also
in Section 1.4). Consequently, the nonlinearity g(s) could be non-negative,
non-positive or it could change sign, even an infinite number of times, on a
compact neighborhood of zero.

Now we show how the superlinearity of g(s) is expressed at zero and at
infinity. Our first step is to impose a condition on the growth of g(s)/s at
0, depending on the sign of g(s). Precisely we assume that

(hIII) • if there exists δ > 0 such that g(s) ≥ 0, for all s ∈ [0, δ], it holds
that

a+(t) 6≡ 0 on [0, T ] and gsup0 < λ+
0 ,

where λ+
0 > 0 is the first eigenvalue of the eigenvalue problem

ϕ′′ + λ a+(t)ϕ = 0, ϕ(0) = ϕ(T ) = 0;

• if there exists δ > 0 such that g(s) ≤ 0, for all s ∈ [0, δ], it holds
that

a−(t) 6≡ 0 on [0, T ] and ginf0 > −λ−0 ,
where λ−0 > 0 is the first eigenvalue of the eigenvalue problem

ϕ′′ + λ a−(t)ϕ = 0, ϕ(0) = ϕ(T ) = 0;

• if g(s) changes sign an infinite number of times in every neigh-
borhood of zero, it holds that

a(t) 6≡ 0 on [0, T ] and − λ0 < ginf0 ≤ gsup0 < λ0,

where λ0 > 0 is the first eigenvalue of the eigenvalue problem

ϕ′′ + λ |a(t)|ϕ = 0, ϕ(0) = ϕ(T ) = 0.

The functions a(t) and g(s) introduced in Figure 2.1 satisfy the first condi-
tion of hypothesis (hIII), while the example shown in Figure 2.2 corresponds
to the third case.

As a second step we define the superlinear behavior at infinity. We
suppose that
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(hIV ) for all i ∈ {1, . . . ,m}

a(t) 6≡ 0 on I+
i and g∞ > λi1,

where λi1 > 0 is the first eigenvalue of the eigenvalue problem in I+
i

ϕ′′ + λ a+(t)ϕ = 0, ϕ|∂I+i = 0.

Now we describe the topological approach we adopt to face problem
(2.1.1). Our first goal is to introduce a completely continuous operator and
to define an equivalent fixed point problem.

Let g̃ : R→ R be the standard extension of g(s) defined as

g̃(s) =

{
g(s), if s ≥ 0;

0, if s ≤ 0.

We deal with the boundary value problem{
u′′ + a(t)g̃(u) = 0

u(0) = u(T ) = 0.
(2.1.2)

From conditions (hII) and (hIII) and by a standard maximum principle, it
follows that all possible solutions of (2.1.2) are non-negative. Moreover, if
these solutions are nontrivial, then they are strictly positive on ]0, T [ and
hence positive solutions of (2.1.1).

The next step is to define the classical operator Φ: C([0, T ])→ C([0, T ])
by

(Φu)(t) :=

∫ T

0
G(t, ξ)a(ξ)g̃(u(ξ)) dξ, t ∈ [0, T ], (2.1.3)

where G(t, s) is the Green function for the differential operator u 7→ −u′′
with the two-point boundary condition. The map Φ is completely contin-
uous in C([0, T ]), endowed with the sup-norm ‖ · ‖∞, and such that u is a
fixed point of Φ if and only if u is a solution of (2.1.2). Therefore we have
transformed problem (2.1.1) into an equivalent fixed point problem.

We close this section by proving two technical lemmas that allow us to
find a nontrivial fixed point of Φ, hence a positive solution of (2.1.1). The
proofs are similar to those of the analogous results proved in the previous
chapter.

Using the next lemma we are able to compute the degree of Id − Φ on
small balls.

Lemma 2.1.1. There exists r0 > 0 such that

degLS(Id− Φ, B(0, r), 0) = 1, ∀ 0 < r ≤ r0.
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Proof. We divide the proof in two steps.

Step 1. We prove that there exists r0 > 0 such that every solution u(t) ≥ 0
of the two-point BVP{

u′′ + ϑa(t)g(u) = 0, 0 ≤ ϑ ≤ 1,

u(0) = u(T ) = 0
(2.1.4)

satisfying maxt∈[0,T ] u(t) ≤ r0 is such that u(t) = 0, for all t ∈ [0, T ].
The proof of this first step is given only when there exists δ > 0 such

that g(s) ≥ 0, for all s ∈ [0, δ]. The two remaining cases can be treated in
an analogous way.

Using condition (hIII), we fix 0 < r0 < δ such that

g(s)

s
< λ+

0 , ∀ 0 < s ≤ r0.

Now, suppose by contradiction that there exist ϑ ∈ [0, 1] and a positive
solution u(t) 6≡ 0 of (2.1.4) such that maxt∈[0,T ] u(t) = r for some 0 < r ≤ r0.
The choice of r0 and the strong maximum principle imply that

0 ≤ ϑg(u(t)) < λ+
0 u(t), for all t ∈ ]0, T [.

Let ϕ be a positive eigenfunction of{
ϕ′′ + λ+

0 a
+(t)ϕ = 0

ϕ(0) = ϕ(T ) = 0.

We emphasize that ϕ(t) > 0, for all t ∈ ]0, T [. Using a Sturm comparison
argument, we attain

0 =
[
u′(t)ϕ(t)− u(t)ϕ′(t)

]t=T
t=0

=

∫ T

0

d

dt

[
u′(t)ϕ(t)− u(t)ϕ′(t)

]
dt

=

∫ T

0

[
u′′(t)ϕ(t)− u(t)ϕ′′(t)

]
dt

=

∫ T

0

[
−ϑa(t)g(u(t))ϕ(t) + u(t)λ+

0 a
+(t)ϕ(t)

]
dt

≥
∫ T

0

[
λ+

0 u(t)− ϑg(u(t))
]
a+(t)ϕ(t) dt

> 0,

a contradiction.

Step 2. Computation of the degree. Let us fix 0 ≤ ϑ ≤ 1. As stated when
we introduced the operator Φ, the maximum principle ensures that every
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fixed point in C([0, T ]) of the operator ϑΦ is non-negative and, moreover,
u ∈ C([0, T ]) satisfies u = ϑΦ(u) if and only if u is a solution of the equation
(2.1.4). Therefore, setting r ∈ ]0, r0], Step 1 implies that ‖u‖∞ 6= r and
hence

u 6= ϑΦ(u), ∀ϑ ∈ [0, 1], ∀u ∈ ∂B(0, r).

By the homotopic invariance property of the topological degree, we obtain
that

degLS(Id− Φ, B(0, r), 0) = degLS(Id,B(0, r), 0) = 1.

This concludes the proof of the lemma.

Now we compute the topological degree on large balls.

Lemma 2.1.2. There exists R∗ > 0 such that

degLS(Id− Φ, B(0, R), 0) = 0, ∀R ≥ R∗.

Proof. We divide the proof in two steps.

Step 1. A priori bounds for u on each I+
i . For each i ∈ {1, . . . ,m}, we

prove that there exists Ri > 0 such that for each L1-Carathéodory function
h : [0, T ]× R+ → R with

h(t, s) ≥ a(t)g(s), a.e. t ∈ I+
i , ∀ s ≥ 0,

every solution u(t) ≥ 0 of the two-point BVP{
u′′ + h(t, u) = 0

u(0) = u(T ) = 0
(2.1.5)

satisfies maxt∈I+i
u(t) < Ri.

We fix an index i ∈ {1, . . . ,m} and set I+
i := [σi, τi]. Let 0 < ε <

(τi − σi)/2 be fixed such that

a+(t) 6≡ 0 on I+,ε
i ,

where I+,ε
i := [σi + ε, τi− ε], and such that the first positive eigenvalue λ̂ of

the eigenvalue problem {
ϕ′′ + λa+(t)ϕ = 0

ϕ|∂I+,εi
= 0

(2.1.6)

is such that
0 < λ̂ < g∞.

The existence of ε is ensured by the continuity of the first eigenvalue as a
function of the boundary condition (see [63, 183]) and by hypothesis (hIV ).
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From the previous inequality it follows that there exists a constant R̃ > 0
such that

g(s) > λ̂s, ∀ s ≥ R̃.

By contradiction, suppose there is no constant Ri > 0 with the properties
listed above. So, for each integer n > 0 there exists a solution un ≥ 0 of
(2.1.5) with maxt∈I+i

un(t) =: R̂n > n.

We claim that there exists an integer N ≥ R̃ such that un(t) > R̃ for
every t ∈ I+,ε

i and n ≥ N . If it is not true, for every integer n ≥ R̃ there
is an integer n̂ ≥ n and tn̂ ∈ I+,ε

i such that un̂(tn̂) = R̃. We note that
the solution un̂(t) is concave on each subinterval of I+

i where un̂(t) ≥ R̃,
since a(t)g(s) ≥ 0 for a.e. t ∈ I+

i and for all s ≥ R̃. Then, without loss of
generality, we can assume that there exists a maximum point t̂n̂ ∈ I+

i of un̂
such that un̂(t) > R̃ for all t between tn̂ and t̂n̂ (if necessary, we change the
choice of tn̂). From the assumptions, it follows that

n̂ < R̂n̂ = un̂(t̂n̂) = un̂(tn̂) +

∫ t̂n̂

tn̂

u′n̂(ξ) dξ ≤ R̃+ (τi − σi)|u′n̂(tn̂)|. (2.1.7)

We fix a constant C > 0 such that

C >
R̃

ε
+ ‖a‖L1 max

0≤s≤R̃
|g(s)|.

Using (2.1.7), we have that for every n ≥ (τi−σi)C+R̃ there exists n̂ ≥ n and
tn̂ ∈ I+,ε

i such that un̂(tn̂) = R̃ and |u′n̂(tn̂)| > C. We fix n ≥ (τi−σi)C+ R̃,
n̂ ≥ n and tn̂ ∈ I+,ε

i with the properties just listed. Suppose that u′n̂(tn̂) > C
and consider the interval [σi, tn̂]. If u′n̂(tn̂) < −C we proceed similarly
dealing with the interval [tn̂, τi]. For every t ∈ [σi, tn̂]

u′n̂(t) = u′n̂(tn̂)−
∫ tn̂

t
u′′n̂(ξ) dξ = u′n̂(tn̂) +

∫ tn̂

t
h(ξ, un̂(ξ)) dξ

≥ u′n̂(tn̂) +

∫ tn̂

t
a(ξ)g(un̂(ξ)) dξ,

then

u′n̂(t) > C −
∫ tn̂

t
a(ξ)|g(un̂(ξ)| dξ.

From this inequality we derive that un̂(t) ≤ R̃, for all t ∈ [σi, tn̂], and
therefore

u′n̂(t) >
R̃

ε
, for all t ∈ [σi, tn̂].

Then, we obtain

R̃ ≤ R̃

ε
(tn̂ − σi) <

∫ tn̂

σi

u′n̂(ξ) dξ = un̂(tn̂)− un̂(σi) ≤ un̂(tn̂) = R̃,
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a contradiction. Hence the claim is proved. So, we can fix an integer N ≥ R̃
such that un(t) > R̃ for every t ∈ I+,ε

i and for n ≥ N .

We denote by ϕ the positive eigenfunction of the eigenvalue problem
(2.1.6) with ‖ϕ‖∞ = 1. Then ϕ(t) > 0, for every t ∈ ]σi + ε, τi − ε[,
and ϕ′(σi + ε) > 0 > ϕ′(τi − ε). We emphasize that un(σi + ε) > 0 and
un(τi − ε) > 0, for every integer n, employing the maximum principle.

Using a Sturm comparison argument, for each n ≥ N , we obtain

0 > un(τi − ε)ϕ′(τi − ε)− un(σi + ε)ϕ′(σi + ε)

=
[
un(t)ϕ′(t)− u′n(t)ϕ(t)

]t=τi−ε
t=σi+ε

=

∫ τi−ε

σi+ε

d

dt

[
un(t)ϕ′(t)− u′n(t)ϕ(t)

]
dt

=

∫
I+,εi

[
un(t)ϕ′′(t)− u′′n(t)ϕ(t)

]
dt

=

∫
I+,εi

[
−un(t)λ̂a+(t)ϕ(t) + h(t, un(t))ϕ(t)

]
dt

=

∫
I+,εi

[
h(t, un(t))− λ̂a+(t)un(t)

]
ϕ(t) dt

≥
∫
I+,εi

[
a(t)g(un(t))− λ̂a+(t)un(t)

]
ϕ(t) dt

=

∫
I+,εi

[
g(un(t))− λ̂un(t)

]
a+(t)ϕ(t) dt

≥ 0,

a contradiction.

Step 2. Computation of the degree. We stress that the constant Ri, for
i ∈ {1, . . . ,m}, does not depend on the function h(t, s). Define

R∗ := max
i=1,...,m

Ri + R̃ > 0

and fix a radius R ≥ R∗.
We denote by 1A the indicator function of the set A :=

⋃m
i=1 I

+
i . Let us

define v(t) :=
∫ T

0 G(t, s)1A(s) ds. By the second part of Theorem A.2.1, if
we show that

u 6= Φ(u) + αv, for all u ∈ ∂B(0, R) and α ≥ 0, (2.1.8)

our result is proved.

Let α ≥ 0. The maximum principle ensures that any nontrivial solution
u ∈ C([0, T ]) of u = Φ(u) + αv is a non-negative solution of the equation
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u′′+a(t)g̃(u)+α1A(t) = 0 with u(0) = u(T ) = 0. Hence, u is a non-negative
solution of (2.1.5) with

h(t, s) = a(t)g(s) + α1A(t).

By definition, we have h(t, s) ≥ a(t)g(s), for a.e. t ∈ A and for all s ≥ 0, and
h(t, s) = a(t)g(s), for a.e. t ∈ [0, T ] \ A and for all s ≥ 0. By the convexity
of the solution u on the intervals of [0, T ] \A where u(t) ≥ R̃, we obtain

‖u‖∞ = max
t∈[0,T ]

u(t) ≤ max
{

max
t∈A

u(t), R̃
}
.

From Step 1 and the definition of R̃, we deduce that ‖u‖∞ < R∗ ≤ R. Then
(2.1.8) is proved and the lemma follows.

2.2 Sign-changing nonlinearities: the main result

In this section we apply the two technical lemmas just proved to obtain
the existence of a positive solution to the two-point boundary value problem
(2.1.1). In more detail we use the additivity of the topological degree to
provide the existence of a nontrivial fixed point of the operator Φ defined in
(2.1.3).

A first immediate consequence of Lemma 2.1.1 and Lemma 2.1.2 is our
main theorem.

Theorem 2.2.1. Let a : [0, T ] → R be an L1-function and g : R+ → R be
a continuous function satisfying (hI), (hII), (hIII) and (hIV ). Then there
exists at least a positive solution of the two-point boundary value problem
(2.1.1).

Proof. Let r0 be as in Lemma 2.1.1 and R∗ be as in Lemma 2.1.2. We
observe that 0 < r0 < R∗ < +∞. From the additivity property and the two
preliminary lemmas it follows that

degLS(Id− Φ, B(0, R∗) \B[0, r0], 0) =

= degLS(Id− Φ, B(0, R∗), 0)− degLS(Id− Φ, B(0, r0), 0) =

= 0− 1 = −1 6= 0.

Then there exists a nontrivial fixed point of Φ and hence a corresponding
positive solution of (2.1.1), as already stated.

From Theorem 2.2.1 we easily achieve the following two results.

Corollary 2.2.1. Let a : [0, T ]→ R be an L1-function and g : R+ → R be a
continuous function satisfying (hI) and (hII). Moreover, assume that

g0 := lim
s→0+

g(s)

s
= 0, g∞ = lim

s→+∞

g(s)

s
= +∞,
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and a(t) 6≡ 0 on I+
i , for each i ∈ {1, . . . ,m}. Then there exists at least a

positive solution of the two-point BVP (2.1.1).

Corollary 2.2.2. Let a : [0, T ] → R be an L1-function satisfying (hI) and
such that a(t) 6≡ 0 on I+

i , for each i ∈ {1, . . . ,m}. Let g : R+ → R be a
continuous function satisfying (hII) and such that g0 = 0 and g∞ = Λ > 0.
Then there exists λ∗ > 0 such that, for each λ > λ∗, the two-point BVP{

u′′ + λa(t)g(u) = 0

u(0) = u(T ) = 0

has at least a positive solution.

Although hypothesis (hI) is more interesting when the set [0, T ]\
⋃m
i=1 I

+
i

is not negligible, we can consider a weight a(t) ≥ 0 for a.e. t ∈ [0, T ], as
previously observed. In that situation Corollary 2.2.1 ensures the existence
of a positive solution in the superlinear case, provided that a 6≡ 0. No sign
condition on the function g(s) is required. Thus, with a different proof,
we can extend [76, Theorem 1], which was obtained as an application of
Krasnosel’skĭı fixed point Theorem.

Remark 2.2.1. Our approach is based on the definition of a fixed point
problem which is equivalent to the boundary value problem we considered.
It is clear we could deal with different conditions at the boundary of [0, T ]
like u′(0) = u(T ) = 0 or u(0) = u′(T ) = 0, since a suitable maximum
principle and a Green function (cf. [76]) are available to define an equivalent
fixed point problem and to adapt the scheme shown above (compare to
Section 1.4.4 and the second part of the present chapter). C

2.3 Sign-changing nonlinearities: radial solutions

We denote by ‖ · ‖ the Euclidean norm in RN (for N ≥ 2). Let

Ω := B(0, R2) \B[0, R1] =
{
x ∈ RN : R1 < ‖x‖ < R2

}
be an open annular domain, with 0 < R1 < R2. Let a : [R1, R2] → R be
a continuous function. In this section we consider the Dirichlet boundary
value problem {

−∆u = a(‖x‖) g(u) in Ω

u = 0 on ∂Ω
(2.3.1)

and we are interested in the existence of positive solutions of (2.3.1), namely
classical solutions such that u(x) > 0 for all x ∈ Ω.

Looking for radially symmetric solutions of (2.3.1), our study can be
reduced to the search of positive solutions of the two-point boundary value
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problem

w′′(r) +
N − 1

r
w′(r) + a(r)g(w(r)) = 0, w(R1) = w(R2) = 0. (2.3.2)

Indeed, if w(r) is a solution of (2.3.2), then u(x) := w(‖x‖) is a solution of
(2.3.1). As described in Section C.2, using the standard change of variable

t = h(r) :=

∫ r

R1

ξ1−N dξ

and by defining

T :=

∫ R2

R1

ξ1−N dξ, r(t) := h−1(t) and v(t) = w(r(t)),

we transform (2.3.2) into the equivalent problem

v′′(t) + r(t)2(N−1)a(r(t))g(v(t)) = 0, v(0) = v(T ) = 0. (2.3.3)

Consequently, the two-point boundary value problem (2.3.3) is the same as
(2.1.1) considering r(t)2(N−1)a(r(t)) as weight function.

Clearly the following result holds.

Theorem 2.3.1. Let a : [R1, R2]→ R and g : R+ → R be continuous func-
tions satisfying (hI), (hII), (hIII) and (hIV ). Then problem (2.3.1) has at
least a positive radially symmetric (classical) solution.

2.4 Conflicting nonlinearities: introduction

In this second part we study positive solutions to Sturm-Liouville bound-
ary value problems associated with nonlinear second order ODEs. To de-
scribe our results, throughout this introductive section we focus our atten-
tion on the equation

u′′ + a(t)g(u)− µ b(t)k(u) = 0 (2.4.1)

defined on the nontrivial compact interval [0, T ]. We assume that µ > 0 is a
real parameter, a, b : [0, T ] → R+ are measurable maps and g, k : R+ → R+

are continuous functions such that

(i1)
g(0) = 0, g(s) > 0, for s > 0,

k(0) = 0, k(s) > 0, for s > 0.

Referring to [161], we can say that equation (2.4.1) exhibits conflicting non-
linearities. Moreover, we can look at (2.4.1) as an indefinite equation.
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Our main goal is to provide multiplicity results of positive solutions
to equation (2.4.1) together with the Sturm-Liouville boundary conditions,
namely conditions of the form{

αu(0)− βu′(0) = 0

γu(T ) + δu′(T ) = 0,
(2.4.2)

where α, β, γ, δ ≥ 0 with γβ + αγ + αδ > 0. We notice that for α = γ = 1
and β = δ = 0, we obtain the Dirichlet boundary conditions.

Starting from the Seventies, these types of problems have received a
remarkable attention in the research area of nonlinear differential equations.
One of the early work was due to Anderson (cf. [10]) who has proved that
the equation

−∆u = u3 − µu5 − u in RN

has a solution if 0 < µ < 3/16, while there are no solutions for µ > 3/16.
Other two relevant contributions to the autonomous case are [8, 21]. In

[21] Berestycki and Lions have analyzed the more general equation

−∆u = ν|u|p−1u− µ|u|q−1u− λu in RN ,

where N ≥ 3, ν, µ, λ > 0 and 1 < q < p < (N + 2)/(N −2), and they proved
existence and nonexistence results in dependence of the parameter µ > 0.
In [8] Ambrosetti, Brezis and Cerami proved that there is a positive solution
of {

−∆u = λuq + up in Ω

u = 0 on ∂Ω,

with 0 < q < 1 < p, for λ > 0 small enough and no solution for λ large.
We refer to [161] for a further result in this direction and for a more

complete presentation and bibliography on the subject.

A motivation for this second part of the chapter is given by the papers
[4, 98], where non-autonomous differential equations on bounded domains
are taken into account. The boundedness of the domain enables the authors
to deal with more general equations (with respect to those considered in
[8, 10, 21]) and, in particular, to consider non-negative weight functions in
place of the positive coefficients in front of the nonlinearities.

In [4] Alama and Tarantello studied positive solutions of the Dirichlet
boundary value problem{

−∆u = λu+ k(x)uq − h(x)up in Ω

u = 0 on ∂Ω,

where Ω ⊆ RN (with N ≥ 3) is an open bounded set with smooth boundary,
the functions h, k ∈ L1(Ω) are non-negative and 1 < q < p. They proved
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existence, nonexistence and multiplicity results depending on λ ∈ R and
according to the properties of the ratio kp−1/hq−1.

In [98] Girão and Gomes dealt with nodal solutions to{
−∆u = a+(x)

(
λu+ f(x, u)

)
− µa+(x)g(x, u) in Ω

u = 0 on ∂Ω,

where Ω ⊆ RN (with N ≥ 1) is an open bounded set with smooth boundary.
They proved existence of nodal solutions for µ > 0 sufficiently large.

The main goal of this second part is to present a multiplicity result
for positive solutions to (2.4.1)-(2.4.2) in dependence of the number of the
intervals where a(t) > 0 and thus giving a contribution to [4, 98]. In order to
explain our achievement, we now introduce it in a slightly easier framework.

Let a, b : [0, T ]→ R+ be continuous functions such that

(i2) there exist two zeros τ, σ with 0 < τ < σ < T such that

a(t) > 0 on ]0, τ [ ∪ ]σ, T [, a(t) ≡ 0 on [τ, σ],

b(t) > 0 on ]τ, σ[, b(t) ≡ 0 on [0, τ ] ∪ [σ, T ].

Our main multiplicity result is the following. See Figure 2.3 for a nu-
merical example.

Theorem 2.4.1. Let a, b : [0, T ] → R+ be continuous functions satisfying
(i2). Let g, k : R+ → R+ be continuous functions satisfying (i1). Moreover,
assume that

lim sup
s→0+

g(s)

s
= 0, lim inf

s→+∞

g(s)

s
= +∞,

and

lim sup
s→0+

k(s)

s
< +∞.

Then there exists µ∗ > 0 such that for every µ > µ∗ the boundary value
problem (2.4.1)-(2.4.2) has at least 3 positive solutions.

We notice that, under the hypotheses of Theorem 2.4.1, the function
g(s) is superlinear, thus covering the classical case g(s) = sp with p > 1. On
the other hand, we do not impose any growth condition on k(s). Hence, the
case considered in [4] is clearly included in our setting (cf. Section 2.8 for
other remarks in this direction).

As remarked above, Theorem 2.4.1 is a special case of the main result of
this part (cf. Theorem 2.6.1), where we deal with more general (Lebesgue
integrable) coefficients a(t) and b(t) and weaker growth conditions on gi(s).
Roughly speaking, we consider a weight function a : [0, T ]→ R+ (belonging
to the “positive” part of the nonlinearity) which is positive on m intervals,
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t

0 τ σ T

Figure 2.3: The figure shows an example of 3 positive solutions to the Dirichlet
problem associated with (2.4.1) on [0, 3π], where τ = π, σ = 2π, T = 3π, a(t) =
sin+(t), b(t) = sin−(t) (as in the upper part of the figure), g(s) = s2, k(s) = s3

(for s > 0). For µ = 1, Theorem 2.4.1 ensures the existence of 3 positive solutions,
whose graphs are located in the lower part of the figure.

so a(t) has m positive humps. In this framework we prove the existence of
2m − 1 positive solutions of (2.4.1)-(2.4.2) when b(t) is “sufficiently large”,
namely β � 0. We refer to the next section, where we introduce all the
hypotheses on the elements involved in (2.4.1)-(2.4.2) which are assumed
for the rest of the chapter.

2.5 Conflicting nonlinearities: setting and nota-
tion

In this section we present the main elements involved in the study of the
positive solutions to the boundary value problem

u′′ + f(t, u) = 0

αu(0)− βu′(0) = 0

γu(T ) + δu′(T ) = 0,

(2.5.1)

where f : [0, T ]× R+ → R is a function of the form

f(t, s) :=

m∑
i=1

αiai(t)gi(s)−
m+1∑
j=0

βjbj(t)kj(s), (2.5.2)

with m ≥ 1, and α, β, γ, δ ≥ 0 with γβ + αγ + αδ > 0.

The following hypotheses and positions will be assumed from now on.

Let m ≥ 1 be an integer. Let αi > 0, for i = 1, . . . ,m, and βj > 0, for
j = 0, . . . ,m+ 1, be real parameters.
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Let ai : [0, T ] → R+, for i = 1, . . . ,m, and bj : [0, T ] → R+, for j =
0, . . . ,m + 1, be (non-negative) Lebesgue integrable functions. Moreover,
we assume that

(h1) there exist 2m+2 closed and pairwise disjoint intervals I1, . . . , Im and
J0, . . . , Jm+1 (J0 and Jm+1 possibly empty), such that

ai 6≡ 0 on Ii, ai ≡ 0 on [0, T ] \ Ii, i = 1, . . . ,m;

bj 6≡ 0 on Jj , bj ≡ 0 on [0, T ] \ Jj , j = 0, 1, . . . ,m+ 1.

Without loss of generality, up to a relabelling of the indices, we can assume
that max Ii ≤ min Ik, for all i < k; max Jj ≤ min Jk, for all j < k; max Ii ≤
min Jj , for all i < j; between two intervals Ii and Ii+1 there is an interval Jj ;
between two intervals Jj and Jj+1 there is an interval Ii. Moreover, even-
tually extending the functions ai(t) as 0 on ([0, T ] \ Ii) ∩ [max Jj ,min Jj+1]
(with Ii between Jj and Jj+1), we can also suppose that

m⋃
i=1

Ii ∪
m+1⋃
j=0

Jj = [0, T ].

Summarizing all the conventions, it is not restrictive to label the intervals
Ii and Jj following the natural order given by the standard orientation of
the real line and thus determine 2m+ 2 points

0 = τ0 ≤ σ1 < τ1 < σ2 < τ2 < . . . < σm−1 < τm−1 < σm < τm ≤ σm+1 = T,

so that

Ii := [σi, τi], i = 1, . . . ,m, and Jj := [τj , σj+1], j = 0, . . . ,m+ 1.

Finally, consistently with assumption (h1) and without loss of generality,
we select the points σi and τi in such a manner that bj(t) 6≡ 0 on all right
neighborhoods of τj and on all left neighborhoods of σj+1. In other words,
if there is an interval K contained in [0, T ] where a(t) ≡ 0, we choose the
points σi and τi so that K is contained in one of the Ii or K is contained in
the interior of one of the Jj .

Let gi : R+ → R+, for i = 1, . . . ,m, and kj : R+ → R+, for j =
0, . . . ,m+ 1, be continuous functions and such that

(h2)
gi(0) = 0, gi(s) > 0, for s > 0, i = 1, . . . ,m;

kj(0) = 0, kj(s) > 0, for s > 0, j = 0, . . . ,m+ 1.

We define

gi0 := lim sup
s→0+

gi(s)

s
, gi∞ := lim inf

s→+∞

gi(s)

s
, i = 1, . . . ,m,
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and

kj0 := lim sup
s→0+

kj(s)

s
, j = 0, . . . ,m+ 1.

For all i = 1, . . . ,m and for all j = 0, . . . ,m+ 1, we suppose

(h3) gi0 < +∞, gi∞ > 0, kj0 < +∞.

We denote with λ0 the first (positive) eigenvalue of the eigenvalue problem
ϕ′′ + λ

[∑m
i=1 ai(t)

]
ϕ = 0

αϕ(0)− βϕ′(0) = 0

γϕ(T ) + δϕ′(T ) = 0,

and, for i = 1, . . . ,m, with λi1 the first eigenvalue of the eigenvalue problem
in Ii {

ϕ′′ + λai(t)ϕ = 0

ϕ|∂Ii = 0.

If τ0 = σ1 = 0 or τm = σm+1 = T , we denote with λi1 (with i = 1 or i = m,
respectively) the first eigenvalue of the eigenvalue problem

ϕ′′ + λai(t)ϕ = 0

αϕ(0)− βϕ′(0) = 0

ϕ(τ1) = 0

or


ϕ′′ + λai(t)ϕ = 0

ϕ(σm) = 0

γϕ(T ) + δϕ′(T ) = 0,

respectively. Clearly, if β = 0 or δ = 0, respectively, the definition of λi1 is
the same as before. Using the assumptions on ai(t), in any case, we obtain
that λi1 > 0 for each i = 1, . . . ,m.

Now, we briefly review Theorem 1.3.1 in the context of a Sturm-Liouville
boundary value problem. We stress that Chapter 1 (and in particular The-
orem 1.3.1) concerns the Dirichlet boundary value problem (i.e. problem
(2.5.1) with α = γ = 1 and β = δ = 0), but in Section 1.4.4 we observed
that the approach presented therein could be adapted to the study of differ-
ent boundary conditions, for example u(0) = u′(T ) = 0 or u′(0) = u(T ) = 0,
which are clearly covered by the Sturm-Liouville ones. Since there are
some difference in considering the Sturm-Liouville boundary conditions, we
present the modification of Theorem 1.3.1 needed in this chapter.

Let us consider a general map f : [0, T ] × R+ → R and suppose that
f(t, s) is an L1-Carathéodory function. In order to state the multiplicity
result we list the following hypotheses that will be assumed.

(f∗) f(t, 0) = 0, for a.e. t ∈ [0, T ].

(f−0 ) There exists a function q− ∈ L1([0, T ],R+) such that

lim inf
s→0+

f(t, s)

s
≥ −q−(t), uniformly a.e. t ∈ [0, T ].
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(f+
0 ) There exists a function q0 ∈ L1([0, T ],R+) with q0 6≡ 0 such that

lim sup
s→0+

f(t, s)

s
≤ q0(t), uniformly a.e. t ∈ [0, T ],

and

µ1(q0) > 1,

where µ1(q0) is the first positive eigenvalue of the eigenvalue problem

ϕ′′ + µq0(t)ϕ = 0, ϕ(0) = ϕ(T ) = 0.

(H) There exist m ≥ 1 intervals I1, . . . , Im, closed and pairwise disjoint,
such that

f(t, s) ≥ 0, for a.e. t ∈
m⋃
i=1

Ii and for all s ≥ 0;

f(t, s) ≤ 0, for a.e. t ∈ [0, T ] \
m⋃
i=1

Ii and for all s ≥ 0.

(f∞) For all i = 1, . . . ,m there exists a function qi∞ ∈ L1(Ii,R+) with
qi∞ 6≡ 0 such that

lim inf
s→+∞

f(t, s)

s
≥ qi∞(t), uniformly a.e. t ∈ Ii,

and

µIi1 (qi∞) < 1,

where µIi1 (qi∞) is the first positive eigenvalue of the eigenvalue problem
in Ii

ϕ′′ + µqi∞(t)ϕ = 0, ϕ|∂Ii = 0.

We observe that, since f(t, s) satisfies condition (f+
0 ), from the continuity

of the eigenvalue µ1(q0) as a function of q0 we can derive that there exists
r0 > 0 such that

(h0) the following inequality holds

f(t, s)

s
≤ q0(t) + ε, a.e. t ∈ [0, T ], ∀ 0 < s ≤ r0,

for every ε > 0 such that µ1(q0 + ε) > 1.

Now we can state the multiplicity result for positive solutions of the
boundary value problem (2.5.1).
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Theorem 2.5.1. Let f : [0, T ] × R+ → R be an L1-Carathéodory function
satisfying (f∗), (f−0 ), (f+

0 ), (H) and (f∞). Let r0 > 0 satisfy (h0). Suppose
that

(F) there exists r ∈ ]0, r0] such that for every ∅ 6= I ⊆ {1, . . . ,m} and
every L1-Carathéodory function h : [0, T ]× R+ → R satisfying

h(t, s) ≥ f(t, s), a.e. t ∈
⋃
i∈I

Ii, ∀ s ≥ 0,

h(t, s) = f(t, s), a.e. t ∈ [0, T ] \
⋃
i∈I

Ii, ∀ s ≥ 0,

any non-negative solution u(t) of

u′′ + h(t, u) = 0

satisfies maxt∈Ii u(t) 6= r for every i ∈ {1, . . . ,m} \ I.

Then there exist at least 2m − 1 positive solutions of the boundary value
problem (2.5.1).

The proof of the above result is analogous to the one presented in Sec-
tion 1.3 dealing with the Dirichlet problem. We only underline that, when
we reduce our study to an equivalent fixed point problem, we have to con-
sider the Green function associated to the equation u′′ + u = 0 with the
Sturm-Liouville boundary conditions (cf. [75, 76]), that is

G(t, s) :=
1

γβ + αγ + αδ

{
(γ + δ − γs)(β + αt), if 0 ≤ t ≤ s ≤ 1;

(γ + δ − γt)(β + αs), if 0 ≤ s ≤ t ≤ 1.

The computations of the degree for the map Φ, defined as in (1.1.3), are
analogous. Therefore, we omit the proof.

2.6 Conflicting nonlinearities: the main result

Recalling the setting and the notation introduced in Section 2.5, now we
state and prove the following main result.

Theorem 2.6.1. Let m ≥ 1 be an integer. Let ai : [0, T ] → R+, for i =
1, . . . ,m, and bj : [0, T ] → R+, for j = 0, . . . ,m + 1, be Lebesgue integrable
functions satisfying (h1). Let gi : R+ → R+, for i = 1, . . . ,m, and kj : R+ →
R+, for j = 0, . . . ,m + 1, be continuous functions satisfying (h2) and (h3).
Let αi > 0, for all i = 1, . . . ,m. Moreover, suppose that

αig
i
0 < λ0, for all i = 1, . . . ,m, (2.6.1)
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and
αig

i
∞ > λi1, for all i = 1, . . . ,m. (2.6.2)

Then there exists β∗ > 0 such that, if

βj > β∗, for all j = 0, . . . ,m+ 1,

the boundary value problem (2.5.1) with f(t, s) defined in (2.5.2) has at least
2m − 1 positive solutions.

Proof. In order to prove the theorem, we are going to enter the setting of
Theorem 2.5.1 and to check that all its hypotheses are satisfied for βj > 0
sufficiently large.

First of all, we observe that the map f(t, s) defined as in (2.5.2) is an
L1-Carathéodory function and, moreover, satisfies (f∗), due to condition
(h2). From

lim inf
s→0+

f(t, s)

s
≥

m+1∑
j=0

βjbj(t) lim inf
s→0+

−kj(s)
s

= −
m+1∑
j=0

βjbj(t)k
j
0,

for a.e. t ∈ [0, T ], and from the last assumption in (h3), we deduce that (f−0 )
holds with q− ∈ L1([0, T ],R+) defined as

q−(t) :=
m+1∑
j=0

βjbj(t)k
j
0, t ∈ [0, T ].

For i = 1, . . . ,m, by hypothesis (2.6.1) let us fix gi∗ > 0 such that gi0 < gi∗ <
λ0/αi. Next, we define

q0(t) :=
m∑
i=1

αiai(t)g
i
∗, t ∈ [0, T ].

We observe that q0 ∈ L1([0, T ],R+), q0 6≡ 0 and

µ1(q0) ≥ µ1

((
max

i=1,...,m
αig

i
∗

) m∑
i=1

ai(t)

)
=

λ0

max
i=1,...,m

αig
i
∗
> 1.

Then condition (f+
0 ) is valid. Concerning the sign of a(t), we observe that

hypothesis (H) directly follows from condition (h1). Furthermore, defining

qi∞(t) := αiai(t)g
i
∞, t ∈ Ii, for i = 1, . . . ,m,

and observing that qi∞ ∈ L1(Ii,R+), qi∞ 6≡ 0 and

µIi1 (qi∞) =
λi1
αigi∞

< 1, i = 1, . . . ,m,
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(by conditions (h3) and (2.6.2)), we obtain that (f∞) holds.

As a second step, we prove that hypothesis (F) is valid. By condition
(2.6.1), for all i = 1, . . . ,m, we can choose ρi > 0 such that gi0 < λ0− ρi. As
observed in Section 2.5, by hypothesis (f+

0 ) we can take r0 > 0 satisfying
(h0) (as in Theorem 2.5.1). Next, we fix 0 < r ≤ r0 such that

αi
gi(s)

s
< λ0 − ρi, ∀ 0 < s ≤ r, (2.6.3)

(for i = 1, . . . ,m). We claim that (F) holds for r satisfying (2.6.3) and
taking the parameters βj sufficiently large. Let us consider an arbitrary set
of indices ∅ 6= I ⊆ {1, . . . ,m} and an arbitrary L1-Carathéodory function
h(t, s) as in (F). Suppose by contradiction that there exists a non-negative
solution u(t) of u′′ + h(t, u) = 0 such that

max
t∈I`

u(t) = r, for some index ` ∈ {1, . . . ,m} \ I.

If I = {1, . . . ,m}, there is nothing to prove. Then fix ∅ 6= I (
{1, . . . ,m}. By the concavity of u(t) in I`, we have

u(t) ≥ r

τ` − σ`
min{t− σ`, τ` − t}, ∀ t ∈ I` = [σ`, τ`], (2.6.4)

(cf. [93, p. 420] for a similar estimate)

In order to prove that our assumption is contradictory, we split our
argument into three steps.

Step 1. A priori bounds for |u′(t)| on I`. Analogously to Step 1 in the proof
of Theorem 1.4.3, we obtain the existence of M` > 0 such that

|u′(t)| ≤M`, ∀ t ∈ I`. (2.6.5)

Step 2. Lower bounds for u(t) on the boundary of I`. Let ϕ`(t) be the
positive eigenfunction of the eigenvalue problem on I`

ϕ′′ + λ`1a`(t)ϕ = 0, ϕ|∂I` = 0,

with ‖ϕ`‖∞ = 1, where λ`1 > 0 is the first eigenvalue. Then ϕ`(t) ≥ 0, for
all t ∈ I`, ϕ`(t) > 0, for all t ∈ ]σ`, τ`[, and ϕ′`(σ`) > 0 > ϕ′`(τ`) (hence
‖ϕ′`‖∞ > 0).

By (2.6.3) and the fact that λ0 ≤ λ`1, we know that

α`g`(s) < (λ`1 − ρ`)s, ∀ 0 < s ≤ r.
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Then, using (2.6.4), we have

‖ϕ′`‖∞(u(σ`) + u(τ`)) ≥
≥ u(σ`)ϕ

′
`(σ`) + u(τ`)|ϕ′`(τ`)| = u(σ`)ϕ

′
`(σ`)− u(τ`)ϕ

′
`(τ`)

=
[
u′(t)ϕ`(t)− u(t)ϕ′`(t)

]t=τ`
t=σ`

=

∫ τ`

σ`

d

dt

[
u′(t)ϕ`(t)− u(t)ϕ′`(t)

]
dt

=

∫
I`

[
u′′(t)ϕ`(t)− u(t)ϕ′′` (t)

]
dt

=

∫
I`

[
−h(t, u(t))ϕ`(t) + u(t)λ`1a`(t)ϕ`(t)

]
dt

=

∫
I`

[
λ`1u(t)− α`g`(u(t))

]
a`(t)ϕ`(t) dt

>

∫
I`

ρ`

(
r

τ` − σ`
min{t− σ`, τ` − t}

)
a`(t)ϕ`(t) dt

= r

[
ρ`

τ` − σ`

∫
I`

min{t− σ`, τ` − t}a`(t)ϕ`(t) dt
]
.

Hence, from the above inequality, we conclude that there exists a constant
c` > 0, depending on ρ`, I` and a`(t), but independent on u(t) and r, such
that

u(σ`) + u(τ`) ≥ c`r > 0.

As a consequence of the above inequality, we have that at least one of the
two inequalities

0 <
c`r

2
≤ u(τ`) ≤ r, 0 <

c`r

2
≤ u(σ`) ≤ r, (2.6.6)

holds.

The two inequalities in (2.6.6) reduce to a single one, if σ1 = 0 and
β > 0, or if τm = T and δ > 0. Indeed, if σ1 = 0 and β > 0, we have[

u′(t)ϕ1(t)− u(t)ϕ′1(t)
]t=τ1
t=0

= u′(σ1)ϕ1(σ1)− u(σ1)ϕ′1(σ1)− u′(τ1)ϕ1(τ1) + u(τ1)ϕ′1(τ1)

= u′(σ1)
α

β
ϕ′1(σ1)− u(σ1)ϕ′1(σ1) + u(τ1)ϕ′1(τ1)

= u(τ1)ϕ′1(τ1) ≤ ‖ϕ′1‖∞u(τ1).

Analogously, if τm = T and δ > 0, we have[
u′(t)ϕ1(t)− u(t)ϕ′m(t)

]t=T
t=σm

≤ ‖ϕ′m‖∞u(σm).
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Finally, as a consequence of the previous inequalities, we obtain that

0 <
c`r

2
≤ u(τ1) ≤ r or 0 <

c`r

2
≤ u(σm) ≤ r (2.6.7)

holds, respectively.

Step 3. Contradiction on an adjacent interval for β` large. As a first case,
we suppose that the first inequality in (2.6.6) is true. If τ` = T , then δ > 0 in
the boundary conditions (otherwise u(τ`) = 0, a contradiction) and we deal
with the second inequality in (2.6.7) (see the discussion of the second case
below). Consequently, whenever τ` < T , we can focus our attention on the
right-adjacent interval [τ`, σ`+1], where f(t, u(t)) = −β`b`(t)k`(u(t)) ≤ 0.
Recall also that, by the convention adopted in defining the intervals Ii and
Jj , we have that b`(t) is not identically zero on all right neighborhoods of
τ`.

We observe that there exists R > r such that maxt∈[0,T ] u(t) < R. This

is a consequence of (f∗), (f−0 ), (H) and (f∞), as described in Lemma 1.1.3.

Since k`(s) > 0 for all s > 0, we can introduce the positive constant

ν` := min
c`r

4
≤s≤R

k`(s) > 0

and define

δ+
` := min

{
σ`+1 − τ`,

c`r

4M`

}
> 0,

where M` > 0 is the bound for |u′(t)| obtained in (2.6.5) of Step 1. Then,
by the convexity of u(t) on J`, we have that u(t) is bounded from below by
the tangent line at (τ`, u(τ`)), with slope u′(τ`) ≥ −M`. Therefore,

c`r

4
≤ u(t) ≤ R, ∀ t ∈ [τ`, τ` + δ+

` ].

We are going to prove that maxt∈J` u(t) > R for β` > 0 sufficiently large
(which is a contradiction with respect to the upper bound R > 0 for u(t)).

Consider the interval [τ`, τ` + δ+
` ] ⊆ J`. Proceeding as in Step 3 in the

proof of Theorem 1.4.3, we can deduce

R ≥ u(τ` + δ+
` ) ≥ c`r

2
−M`δ

+
` + β`ν`

∫ τ`+δ
+
`

τ`

(∫ s

τ`

b`(ξ) dξ

)
ds.

This gives a contradiction if β` is sufficiently large, say

β` > β+
` :=

R+M`T

ν`
∫ τ`+δ+`
τ`

∫ s
τ`
b`(ξ) dξ ds

,

recalling that
∫ t
τ`
b`(ξ) dξ > 0 for each t ∈ ]τ`, σk+1].
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A similar argument (with obvious modifications) applies if the second
inequality in (2.6.6) is true. If σ` = 0, then β > 0 in the boundary conditions
(otherwise u(σ`) = 0, a contradiction) and we deal with the first inequality
in (2.6.7) (see the discussion of the first case above). Consequently, whenever
σ` > 0, we can focus our attention on the left-adjacent interval J`−1 where
f(t, u(t)) = −β`−1b`−1(t)k`−1(u(t)) ≤ 0. Recall also that, by the convention
adopted in defining the intervals Ii and Jj , we have that b`−1(t) is not
identically zero on all left neighborhoods of σ`.

If we define

δ−` := min

{
σ` − τ`−1,

c`r

4M`

}
> 0,

we obtain a similar contradiction for

β` > β−` :=
R+M`T

ν`
∫ σ`
σ`−δ−`

∫ σ`
s b`−1(ξ) dξ ds

.

At the end, defining
β∗ := max

k=1,...,m
β±` ,

condition (F) holds taking βj > β∗, for all j = 0, . . . ,m+1. Finally, we can
apply Theorem 2.5.1 and the proof is completed.

From the statement of Theorem 2.6.1, one can easily notice that the pa-
rameters αi > 0 are involved only in hypotheses (2.6.1) and (2.6.2), therefore
there is no real condition on those constants (since they can be considered
as part of the functions gi). In a moment, the role of the parameters αi
will become more clear. Indeed, investigating more on conditions (2.6.1)
and (2.6.2), we can state the following corollaries (the obvious proofs are
omitted).

Corollary 2.6.1. Let m ≥ 1 be an integer. Let ai : [0, T ] → R+, for i =
1, . . . ,m, and bj : [0, T ] → R+, for j = 0, . . . ,m + 1, be Lebesgue integrable
functions satisfying (h1). Let gi : R+ → R+, for i = 1, . . . ,m, and kj : R+ →
R+, for j = 0, . . . ,m + 1, be continuous functions satisfying (h2) and (h3).
Moreover, suppose that

gi0 = 0, for all i = 1, . . . ,m.

Then there exists α∗ > 0 such that if

αi > α∗, for all i = 1, . . . ,m,

there exists β∗ = β∗(α1, . . . , αm) > 0 so that, if

βj > β∗, for all j = 0, . . . ,m+ 1,

then the boundary value problem (2.5.1) with f(t, s) defined in (2.5.2) has at
least 2m − 1 positive solutions.
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Corollary 2.6.2. Let m ≥ 1 be an integer. Let ai : [0, T ] → R+, for i =
1, . . . ,m, and bj : [0, T ] → R+, for j = 0, . . . ,m + 1, be Lebesgue integrable
functions satisfying (h1). Let gi : R+ → R+, for i = 1, . . . ,m, and kj : R+ →
R+, for j = 0, . . . ,m + 1, be continuous functions satisfying (h2) and (h3).
Moreover, suppose that

gi∞ = +∞, for all i = 1, . . . ,m.

Then there exists α∗ > 0 such that if

0 < αi < α∗, for all i = 1, . . . ,m,

there exists β∗ = β∗(α1, . . . , αm) > 0 so that, if

βj > β∗, for all j = 0, . . . ,m+ 1,

then the boundary value problem (2.5.1) with f(t, s) defined in (2.5.2) has at
least 2m − 1 positive solutions.

2.7 Conflicting nonlinearities: radial solutions

As a consequence of Theorem 2.6.1, we can give a multiplicity result for
positive radially symmetric solutions to boundary value problems associated
with elliptic PDEs on an annular domain.

We briefly describe the setting, referring to the notation introduced in
Section 2.5. Let 0 < R1 < R2 and consider the open annulus around the
origin

Ω :=
{
x ∈ RN : R1 < ‖x‖ < R2

}
,

where ‖ · ‖ is the Euclidean norm in RN (for N ≥ 2). We define

F(x, s) :=
m∑
i=1

αiAi(x)gi(s)−
m+1∑
j=0

βjBj(x)kj(s), x ∈ Ω, s ∈ R+,

with m ≥ 1. For i = 1, . . . ,m and j = 0, 1, . . . ,m + 1, let αi > 0, βj > 0,
and moreover let gi : R+ → R+ and kj : R+ → R+ be continuous functions
satisfying conditions (h2) and (h3). Let Ai : Ω→ R+, for i = 1, . . . ,m, and
Bj : Ω→ R+, for j = 0, 1, . . . ,m+ 1.

We deal with the Dirichlet boundary value problem associated with an
elliptic partial differential equation{

−∆u = F(x, u) in Ω

u = 0 on ∂Ω.
(2.7.1)

For simplicity, we look for classical solutions to (2.7.1), namely, u ∈ C2(Ω).
Accordingly, we assume that Ai(x) and Bj(x) are continuous functions.



64 Chapter 2. More general nonlinearities f(t, s)

Moreover, we suppose that Ai(x) and Bj(x) are radially symmetric function,
i.e. there exist continuous functions Ai, Bj : [R1, R2]→ R+ such that

Ai(x) = Ai(‖x‖), Bi(x) = Bi(‖x‖), ∀x ∈ Ω. (2.7.2)

In this way, we can transform the partial differential equation in (2.7.1)
into a second order ordinary differential equation as the one in (2.5.1), as
described in Section C.2.

Preliminarily, we introduce the function

F (r, s) :=

m∑
i=1

αiAi(r)gi(s)−
m+1∑
j=0

βjBj(r)kj(s), r ∈ [R1, R2], s ∈ R+.

A radially symmetric (classical) solutions to (2.7.1) is a solution of the form
u(x) = U(‖x‖), where U(r) is a scalar function defined on [R1, R2]. Conse-
quently, we can convert (2.7.1) into{(

rN−1 U ′
)′

+ rN−1F (r,U) = 0

U(R1) = U(R2) = 0.
(2.7.3)

Via the change of variable

t = h(r) :=

∫ r

R1

ξ1−N dξ

and the positions

T :=

∫ R2

R1

ξ1−N dξ, r(t) := h−1(t), v(t) = U(r(t)),

we can transform (2.7.3) into the Dirichlet problem{
v′′ + f(t, v) = 0

v(0) = v(T ) = 0,

where

f(t, v) := r(t)2(N−1)F (r(t), v), t ∈ [0, T ], v ∈ R+.

In this setting, a straightforward consequence of Theorem 2.6.1 is the
following result. In the statement below, when we introduce condition (h∗1)
and the points σi and τi, we implicitly assume the convention adopted in
defining the intervals Ii and Jj in Section 2.5.

Theorem 2.7.1. Let m ≥ 1 be an integer. Let Ai : Ω → R+, for i =
1, . . . ,m, and Bj : Ω → R+, for j = 0, . . . ,m + 1, be Lebesgue integrable
functions satisfying the following condition:
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(h∗1) there exist 2m+ 2 points (with m ≥ 1)

R1 = τ0 ≤ σ1 < τ1 < σ2 < . . . < τm−1 < σm < τm ≤ σm+1 = R2,

such that Ai 6≡ 0 on [σi, τi], for i = 1, . . . ,m, and Bi 6≡ 0 on [τi, σi+1],
for j = 1, . . . ,m+ 1,

where Ai, Bj : Ω → R+ are defined as in (2.7.2). Let αi > 0, for all i =
1, . . . ,m. Let gi : R+ → R+, for i = 1, . . . ,m, and kj : R+ → R+, for
j = 0, . . . ,m + 1, be continuous functions satisfying (h2), (h3), (2.6.1) and
(2.6.2). Then there exists β∗ > 0 such that, if

βj > β∗, for all j = 0, . . . ,m+ 1,

the Dirichlet boundary value problem (2.7.1) has at least 2m − 1 positive
radially symmetric (classical) solutions.

Clearly, from Corollary 2.6.1 and Corollary 2.6.2 we also derive the fol-
lowing result.

Corollary 2.7.1. Let m ≥ 1 be an integer. Let Ai : Ω → R+, for i =
1, . . . ,m, and Bj : Ω → R+, for j = 0, . . . ,m + 1, be Lebesgue integrable
functions satisfying (h∗1). Let gi : R+ → R+, for i = 1, . . . ,m, and kj : R+ →
R+, for j = 0, . . . ,m+ 1, be continuous functions satisfying (h2) and (h3).

• If
gi0 = 0, for all i = 1, . . . ,m.

Then there exists α∗ > 0 such that if

αi > α∗, for all i = 1, . . . ,m,

there exists β∗ = β∗(α1, . . . , αm) > 0 so that, if

βj > β∗, for all j = 0, . . . ,m+ 1,

then the Dirichlet boundary value problem (2.7.1) has at least 2m − 1
positive radially symmetric (classical) solutions.

• If
gi∞ = +∞, for all i = 1, . . . ,m.

Then there exists α∗ > 0 such that if

0 < αi < α∗, for all i = 1, . . . ,m,

there exists β∗ = β∗(α1, . . . , αm) > 0 so that, if

βj > β∗, for all j = 0, . . . ,m+ 1,

then the Dirichlet boundary value problem (2.7.1) has at least 2m − 1
positive radially symmetric (classical) solutions.
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We conclude this discussion by observing that the multiplicity results
given in Theorem 2.7.1 and in its corollary are also valid considering different
boundary conditions of the form

u = 0 on
{
x ∈ RN : ‖x‖ = R1

}
and

∂u

∂r
= 0 on

{
x ∈ RN : ‖x‖ = R2

}
,

or

∂u

∂r
= 0 on

{
x ∈ RN : ‖x‖ = R1

}
and u = 0 on

{
x ∈ RN : ‖x‖ = R2

}
,

where r = ‖x‖ and ∂u/∂r denotes the differentiation in the radial direction
(compare also to [113, 180], where an existence result for positive solutions
is given for this type of conditions).

2.8 Conflicting nonlinearities: final remarks

We conclude this second part by presenting some consequences and dis-
cussions that naturally arise from our main result.

As the first point, in order to better explain our contribution to indefinite
problems, we compare Theorem 2.6.1 to Theorem 1.4.3. In Chapter 1 we
have presented an application of Theorem 2.5.1 (i.e. Theorem 1.3.1) to an
indefinite equation of the form

u′′ + a(t)g(u) = 0, (2.8.1)

where a(t) ≥ 0 on m pairwise disjoint intervals and a(t) ≤ 0 on the com-
plement in [0, T ]. According to the notation of the present chapter, setting
ai := a|Ii and bj := a|Jj , one can easily see that Theorem 1.4.3 is an imme-
diate consequence of Theorem 2.6.1. Furthermore, we observe that in the
special case of (2.8.1) Theorem 2.6.1 generalizes Theorem 1.4.3. Indeed, in
(2.5.2), the positive part and the negative part of the weight are associated
with different nonlinearities, that is gi(s) and kj(s). This fact allows us to
impose growth conditions only on the nonlinearities that have actually a
role in the proof. More precisely, we assume superlinear growth conditions
at zero and at infinity on the nonlinearities gi(s) (that multiply the positive
part of the weight), while there are no growth conditions on the nonlinear-
ities associated with the non-negative part. Indeed, besides the standard
sign condition (h2), we assume only that kj0 < +∞ (in (h3)) in order to
apply a standard maximum principle. In Figure 2.4 we show an example of
equation which does not enter the setting of Theorem 1.4.3, while it satisfies
all the hypotheses of Theorem 2.6.1.

One of the advantages in using an approach based on the topological
degree is the fact that the degree is stable with respect to small perturba-
tion of the operator and hence our multiplicity result is valid also when we
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t

0 1 2 3 4 5

1

−1

Figure 2.4: The figure shows an example of 3 positive solutions to the equation
u′′+α1a1(t)g1(u)−β1b1(t)k1(u) +α2a2(t)g2(u) = 0 on [0, 5] with u(0) = u′(5) = 0,
whose graphs are located in the lower part of the figure. For this simulation we have
chosen α1 = 10, α2 = 2, β1 = 20 and the weight functions as in the upper part of
the figure, that is a1(t) = 1 in [0, 2], −b1(t) = − sin(πt) in [2, 3], a2(t) = 0 in [3, 4],
a2(t) = − sin(πt) in [4, 5]. Moreover, we have taken g1(s) = g2(s) = s arctan(s) and
k1(s) = s/(1 + s2) (for s > 0). Notice that k1(s) has not a superlinear behavior,
since lims→0+ k1(s)/s = 1 > 0 and lims→+∞ k1(s)/s = 0. Then Theorem 1.4.3 does
not apply, contrary to Theorem 2.6.1.

consider an equation of the form

u′′ + εp(t, u, u′) + f(t, u) = 0,

for |ε| sufficiently small.
From this remark we immediately obtain that we can deal with the

equation
u′′ + λu+ f(t, u) = 0

for |λ| small enough and thus providing a contribution to [4] (compare to the
discussion in Section 2.4). Moreover, we can consider the Sturm-Liouville
problem associated with

u′′ + cu′ + f(t, u) = 0, (2.8.2)

where c ∈ R is a constant, with |c| small enough. The above equation has no
Hamiltonian structure. An interesting question is whether Theorem 2.6.1
is still valid for an arbitrary c ∈ R. With Dirichlet boundary conditions
or mixed boundary conditions of the form u′(0) = u(T ) = 0 or u(0) =
u′(T ) = 0, a standard change of variable allows to reduce equation (2.8.2)
to an equation of the form as in (2.5.1); while for the general case of Sturm-
Liouville boundary conditions one can adapt the approach developed in the
forthcoming chapters.

In the forthcoming chapters we will also develop a technique that will
enable to deal with Neumann and periodic boundary conditions and with
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maps that, roughly speaking, have a superlinear growth at zero and a sub-
linear growth at infinity. In this super-sublinear case, hypotheses (2.6.1)
and (2.6.2) of Theorem 2.6.1 are replaced by

gi0 = gi∞ = 0, for all i = 1, . . . ,m.

We shall prove the existence of 3m−1 positive solutions when αi and βj are
sufficiently large.



Chapter 3
Neumann and periodic boundary
conditions: existence results

In the present chapter we study the second order nonlinear boundary
value problem

(P)

{
u′′ + a(t)g(u) = 0, 0 < t < T,

B(u, u′) = 0.

As linear boundary operator we take

B(u, u′) = (u′(0), u′(T ))

or

B(u, u′) = (u(T )− u(0), u′(T )− u′(0)),

so that we consider the Neumann and the periodic boundary value problems.
The nonlinearity g : R+ → R+ is a continuous function such that

(g∗) g(0) = 0, g(s) > 0 for s > 0,

and the weight a(t) is a Lebesgue integrable function defined on [0, T ].

A solution of (P) is a continuously differentiable function u : [0, T ]→ R
such that its derivative u′(t) is absolutely continuous and u(t) satisfies (P)
for a.e. t ∈ [0, T ]. We look for positive solutions of (P), that is solutions u
such that u(t) > 0 for every t ∈ [0, T ]. In relation to the Neumann and the
periodic boundary value problems, assumption (g∗), which requires that g(s)
never vanishes on R+

0 , is essential to guarantee that the positive solutions
we find are not constant.

69
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If u(t) is any positive solution to the boundary value problem (P), then
an integration on [0, T ] yields∫ T

0
a(t)g(u(t)) dt = 0

and this fact, in connection with (g∗), implies that the weight function a(t)
(if not identically zero) must change its sign. A second relation can be
derived when g(s) is continuously differentiable on R+

0 . Indeed, dividing the
equation by g(u(t)) and integrating by parts, we obtain

−
∫ T

0
g′(u(t))

(
u′(t)

g(u(t))

)2

dt =

∫ T

0
a(t) dt

(cf. [15, 36]). From this relation, if g′(s) > 0 on R+
0 , we find that a necessary

condition for the existence of positive solutions is∫ T

0
a(t) dt < 0.

The above remarks suggest that, if we want to find nontrivial positive
solutions for (P) with nonlinearities which include as a particular possibility
the case of g(s) strictly monotone, we have to study problem (P) considering
sign-indefinite weight functions with negative mean value on [0, T ]. This
latter condition on the mean value is new with respect to the Dirichlet
problems investigated in the previous chapters.

In this chapter we study the case of nonlinearities g(s) which have a su-
perlinear growth at zero and at infinity (i.e. superlinear indefinite boundary
value problems) and we prove the existence of positive solutions to (P). In
more detail, necessary and sufficient conditions for the existence of nontrivial
solutions are obtained.

With respect to problem (P), the linear differential operator u 7→ −u′′
has a nontrivial kernel made up of the constant functions. In such a situation
the operator is not invertible and we cannot proceed in the same manner as
described in Chapter 1 (dealing with an equivalent fixed point problem in a
suitable Banach space and applying directly some degree theoretical argu-
ments). In this case, we have found it very useful to apply the coincidence
degree theory developed by J. Mawhin (see Appendix B), which allows to
study equations of the form Lu = Nu, where L is a linear operator with
nontrivial kernel and N is a nonlinear one.

We remark that the existence results presented in this chapter give a
solution to a problem raised by G. J. Butler in 1976 in the proof of [49,
Corollary], where the author pointed out that the equation

u′′ + w(t)|u|p−1u = 0, p > 1,
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has infinitely many T -periodic solutions, assuming that w(t) is a continuous
T -periodic function with only isolated zeros and which is somewhere positive.
It was also noted that all these solutions oscillate (have arbitrarily large

zeros) if
∫ T

0 w(t) dt ≥ 0. Since condition∫ T

0
w(t) dt < 0 (3.0.1)

implies the existence of non-oscillatory solutions (cf. [48]), it was raised the
question (see [49, p. 477]) whether there can exist non-oscillatory periodic
solutions if (3.0.1) holds. Since in the present chapter we prove the exis-
tence of positive (i.e. non-oscillatory) T -periodic solutions under the average
condition (3.0.1), we give a complete answer to Butler’s question.

The plan of the chapter is the following. In Section 3.1 we apply coin-
cidence degree theory to provide an existence theorem (see Theorem 3.1.1)
for positive solutions to a general problem of the form{

u′′ + f(t, u, u′) = 0, 0 < t < T,

B(u, u′) = 0.

The results of Section 3.1 are then employed in Section 3.2 in order to obtain
two main existence theorems for problem (P) under different conditions
on the behavior of g(s) near zero (see Theorem 3.2.1 and Theorem 3.2.2).
Various corollaries and applications are also derived. In Section 3.3 we
present two different applications where we treat separately the Neumann
and the periodic problem. More precisely, in Section 3.3.1 we prove an
existence result of positive radially symmetric solutions for a superlinear
PDE subject to Neumann boundary conditions in annular domains, while
in Section 3.3.2 we provide positive periodic solutions to a Liénard type
equation. We stress that in this latter case we can give an application of our
method to a non-variational setting, indeed the associated equation has not
an Hamiltonian structure. Throughout the chapter we focus our study only
on the existence of nontrivial solutions, while in Chapter 4 we combine the
methods developed in Chapter 1 with those of the present chapter in order
to achieve multiplicity results of positive solutions to the boundary value
problem (P).

3.1 An abstract existence result via coincidence
degree

In this section we provide an existence result for the second order bound-
ary value problem {

u′′ + f(t, u, u′) = 0, 0 < t < T,

B(u, u′) = 0,
(3.1.1)
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which includes (P) as well as the case of more general nonlinear terms. We
recall that by B(u, u′) = 0 we mean the Neumann or the periodic boundary
conditions on a fixed interval [0, T ].

Let X := C1([0, T ]) be the Banach space of continuously differentiable
real valued functions u(t) defined on [0, T ] endowed with the norm

‖u‖ := ‖u‖∞ + ‖u′‖∞

and let Z := L1([0, T ]) be the space of Lebesgue integrable functions defined
on [0, T ] with the L1-norm (denoted by ‖ · ‖L1).

We define L : domL→ Z as

(Lu)(t) := −u′′(t), t ∈ [0, T ],

and take as domL ⊆ X the vector subspace

domL :=
{
u ∈ X : u′ ∈ AC and B(u, u′) = 0

}
,

where u′ ∈ AC means that u′ is absolutely continuous. In this situation,
kerL ≡ R is made by the constant functions and

ImL =

{
w ∈ Z :

∫ T

0
w(t) dt = 0

}
.

A natural choice of the projections is given by

P,Q : u 7→ 1

T

∫ T

0
u(t) dt,

so that cokerL ≡ R and kerP is given by the continuously differentiable
functions with mean value zero. With such a choice of the projection, the
right inverse linear operator KP is the map which to any w ∈ L1([0, T ]) with∫ T

0 w(t) dt = 0 associates the unique solution u(t) of

u′′ + w(t) = 0, B(u, u′) = 0,

∫ T

0
u(t) dt = 0.

Finally, we take as a linear isomorphism J : cokerL→ kerL the identity in
R.

We are ready now to introduce the nonlinear operator N : X → Z. First
we give some assumptions on f(t, s, ξ) which will be considered throughout
the section.

Let f : [0, T ] × R+ × R → R be an Lp-Carathéodory function, for some
1 ≤ p ≤ ∞ (cf. [104]), satisfying the following conditions

(f1) f(t, 0, ξ) = 0, for a.e. t ∈ [0, T ] and for all ξ ∈ R;



3.1. An abstract existence result via coincidence degree 73

(f2) there exists a non-negative function k ∈ L1([0, T ]) and a constant ρ > 0
such that

|f(t, s, ξ)| ≤ k(t)(|s|+ |ξ|),

for a.e. t ∈ [0, T ], for all 0 ≤ s ≤ ρ and |ξ| ≤ ρ.

Besides the above hypotheses, we suppose also that f(t, s, ξ) satisfies a
Bernstein-Nagumo type condition in order to have a priori bounds on |u′(t)|
whenever bounds on u(t) are obtained. Typically, Bernstein-Nagumo as-
sumptions are expressed in terms of growth restrictions on f(t, s, ξ) with
respect to the ξ-variable. However, depending on the given boundary value
problems and on the nonlinearity, more general conditions can be consid-
ered, too. The interested reader can find in [129] a very general discussion
for the periodic problem (cf. [182] for a broad list of references). See also
[117] and [131] for interesting remarks and applications to different bound-
ary value problems. For the purposes of the present chapter, we do not
consider the more general situation and we confine ourselves to the classical
estimate for the Lp-Carathéodory setting given in [62, § 4.4]. Accordingly,
we assume that

(f3) for each η > 0 there exists a continuous function

φ = φη : R+ → R+, with

∫ ∞ ξ
p−1
p

φ(ξ)
dξ =∞,

and a function ψ = ψη ∈ Lp([0, T ],R+) such that

|f(t, s, ξ)| ≤ ψ(t)φ(|ξ|), for a.e. t ∈ [0, T ], ∀ s ∈ [0, η], ∀ ξ ∈ R.

For technical reasons, when dealing with Nagumo functions φ(ξ) as above,
we always assume further that

lim inf
ξ→+∞

φ(ξ) > 0.

This prevents the possibility of pathological examples like that in [62, pp. 46–
47] and does not affect our applications.

As a first step we extend f to a Carathéodory function f̃ defined on
[0, T ]× R2, by setting

f̃(t, s, ξ) :=

{
f(t, s, ξ), if s ≥ 0;

−s, if s ≤ 0;

and denote by N : X → Z the Nemytskii operator induced by f̃ , that is

(Nu)(t) := f̃(t, u(t), u′(t)), t ∈ [0, T ].
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In this setting, u is a solution of the coincidence equation

Lu = Nu, u ∈ domL, (3.1.2)

if and only if it is a solution to the boundary value problem{
u′′ + f̃(t, u, u′) = 0, 0 < t < T,

B(u, u′) = 0.
(3.1.3)

Moreover, from the definition of f̃ for s ≤ 0 and conditions (f1) and (f2),
one can easily check by a maximum principle argument (see Lemma C.1.2
and Remark C.1.1) that if u 6≡ 0, then u(t) is strictly positive and hence a
(positive) solution of problem (3.1.1).

Now, as an application of Lemma B.2.1 and Lemma B.2.3, we have the
following result.

Theorem 3.1.1. Let f : [0, T ]×R+×R→ R be an Lp-Carathéodory function
(for some 1 ≤ p ≤ ∞) satisfying (f1), (f2), (f3). Suppose that there exist
two constants r,R > 0, with r 6= R, such that the following hypotheses hold.

(Hr) The average condition ∫ T

0
f(t, r, 0) dt < 0

is satisfied. Moreover, any solution u(t) of the boundary value problem{
u′′ + ϑf(t, u, u′) = 0

B(u, u′) = 0,
(3.1.4)

for 0 < ϑ ≤ 1, such that u(t) > 0 on [0, T ], satisfies ‖u‖∞ 6= r.

(HR) There exist a non-negative function v ∈ Lp([0, T ]) with v 6≡ 0 and a
constant α0 > 0, such that every solution u(t) ≥ 0 of the boundary
value problem {

u′′ + f(t, u, u′) + αv(t) = 0

B(u, u′) = 0,
(3.1.5)

for α ∈ [0, α0], satisfies ‖u‖∞ 6= R. Moreover, there are no solutions
u(t) of (3.1.5) for α = α0 with 0 ≤ u(t) ≤ R, for all t ∈ [0, T ].

Then problem (3.1.1) has at least a positive solution u(t) with

min{r,R} < max
t∈[0,T ]

u(t) < max{r,R}.
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Proof. As we have already observed, from the choice of the spaces X, domL,
Z and the operators L : u 7→ −u′′ and N (the Nemytskii operator induced by
f̃), we have that (3.1.2) is equivalent to the boundary value problem (3.1.3).
All the structural assumptions required by Mawhin’s theory (that is L is
Fredholm of index zero and N is L-completely continuous) are satisfied by
standard facts (see [130]).

For the proof, we confine ourselves to the case

0 < r < R,

which is the interesting one for our applications. The complementary case
in which 0 < R < r can be studied with minor changes in the proof and it
will be briefly described at the end.

The coincidence equation

Lu = ϑNu, u ∈ domL, (3.1.6)

is equivalent to {
u′′ + ϑf̃(t, u, u′) = 0

B(u, u′) = 0.
(3.1.7)

Let u be any solution of (3.1.6) for some ϑ > 0. From the definition of
f̃ for s ≤ 0 and the maximum principle, we have that u(t) ≥ 0 for every
t ∈ [0, T ] and hence u is a solution of (3.1.4). Moreover, by (f2), if u 6≡ 0,
then u(t) > 0 for all t ∈ [0, T ].

According to condition (f3), let φ = φr : R+ → R+ and ψ = ψr ∈
Lp([0, T ]) be such that |f(t, s, ξ)| ≤ ψ(t)φ(|ξ|), for a.e. t ∈ [0, T ], for all
s ∈ [0, r] and ξ ∈ R. By Nagumo lemma (cf. [62, § 4.4, Proposition 4.7]),
there exists a constant M = Mr > 0 (depending on r, as well as on φ and ψ,
but not depending on u(t) and ϑ ∈ ]0, 1]) such that any solution of (3.1.7)
or, equivalently, any (non-negative) solution of (3.1.4) (for some ϑ ∈ ]0, 1])
satisfying ‖u‖∞ ≤ r is such that ‖u′‖∞ < Mr. Hence, condition (Hr) implies
that, for the open and bounded set Ωr in X defined as

Ωr :=
{
u ∈ X : ‖u‖∞ < r, ‖u′‖∞ < Mr

}
,

it holds that

Lu 6= ϑNu, ∀u ∈ domL ∩ ∂Ωr, ∀ϑ ∈ ]0, 1].

Consider now u ∈ ∂Ωr ∩ kerL. In this case, u ≡ k ∈ R, with |k| = r, and

−JQNu = − 1

T

∫ T

0
f̃(t, k, 0) dt.

Notice also that Ωr ∩ kerL = ]−r, r[.
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By the definition of f̃ for s ≤ 0, we have that

f#(s) := − 1

T

∫ T

0
f̃(t, s, 0) dt =

−
1

T

∫ T

0
f(t, s, 0) dt, if s > 0;

s, if s ≤ 0.

Therefore, QNu 6= 0 for each u ∈ ∂Ωr ∩ kerL and, moreover,

degB(f#, ]−r, r[, 0) = 1,

since f#(−r) < 0 < f#(r). By Lemma B.2.1 we conclude that

DL(L−N,Ωr) = 1. (3.1.8)

Now we study the operator equation

Lu = Nu+ αv, u ∈ domL, (3.1.9)

for some α ≥ 0, with v as in (HR). This equation is equivalent to{
u′′ + f̃(t, u, u′) + αv(t) = 0

B(u, u′) = 0.
(3.1.10)

Let u be any solution of (3.1.9) for some α ≥ 0. From the definition of f̃ for
s ≤ 0 and the maximum principle, we have that u(t) ≥ 0 for every t ∈ [0, T ]
and hence u is a solution of (3.1.5).

According to condition (f3), let φ = φR : R+ → R+ and ψ = ψR ∈
Lp([0, T ]) be such that |f(t, s, ξ)| ≤ ψ(t)φ(|ξ|), for a.e. t ∈ [0, T ], for all
s ∈ [0, R] and ξ ∈ R. If we take α ∈ [0, α0], we obtain that

|f(t, s, ξ) + αv(t)| ≤ ψ(t)φ(|ξ|) + α0v(t) ≤ ψ̃(t)φ̃(|ξ|)

holds for a.e. t ∈ [0, T ] and for all s ∈ [0, R] and ξ ∈ R, with

ψ̃(t) := ψ(t) + α0v(t) and φ̃(ξ) := φ(ξ) + 1.

Observe also that ψ̃ ∈ Lp([0, T ]) and
∫∞

ξ(p−1)/p/φ̃(ξ) dξ =∞.
By Nagumo lemma, there exists a positive constant M = MR > Mr

(depending on R, as well as on φ and ψ̃, but not depending on u(t) and
α ∈ [0, α0]) such that any solution of (3.1.10) or, equivalently, any (non-
negative) solution of (3.1.5) (for some α ∈ [0, α0]) satisfying ‖u‖∞ ≤ R is
such that ‖u′‖∞ < MR. Hence, condition (HR) implies that, for the open
and bounded set ΩR in X defined as

ΩR :=
{
u ∈ X : ‖u‖∞ < R, ‖u′‖∞ < MR

}
,

it holds that

Lu 6= Nu+ αv, ∀u ∈ domL ∩ ∂ΩR, ∀α ∈ [0, α0].
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Moreover, the last hypothesis in (HR) also implies that

Lu 6= Nu+ α0v, ∀u ∈ domL ∩ ΩR.

According to Lemma B.2.3 we have that

DL(L−N,ΩR) = 0. (3.1.11)

In conclusion, from (3.1.8), (3.1.11) and the additivity property of the coin-
cidence degree, we find that

DL(L−N,ΩR \ cl(Ωr)) = −1.

This ensures the existence of a (nontrivial) solution ũ to (3.1.2) with ũ ∈
ΩR \ cl(Ωr). Since ũ is a nontrivial solution of (3.1.3), by the (strong)
maximum principle (following from the definition of f̃ for s ≤ 0, (f1) and
(f2)), we have that ũ is a solution of (3.1.1) with ũ(t) > 0 for all t ∈ [0, T ].

If we are in the case

0 < R < r,

we proceed in an analogous manner. With respect to the previous situation,
the only relevant changes are the following. First we fix a constant M =
MR > 0 and, for the set ΩR, we obtain (3.1.11). As a next step, we repeat
the first part of the above proof, we fix a constant Mr > MR and, for the
set Ωr, we obtain (3.1.8). Now we have

DL(L−N,Ωr \ cl(ΩR)) = 1.

This ensures the existence of a (nontrivial) solution ũ to (3.1.2) with ũ ∈
Ωr \ cl(ΩR) and then we conclude as above, showing that ũ(t) > 0 for all
t ∈ [0, T ] (by the strong maximum principle).

Remark 3.1.1. If we consider as boundary conditions the periodic ones,
namely with B(u, u′) = 0 written as

u(0) = u(T ), u′(0) = u′(T ),

then Theorem 3.1.1 holds true also if, in place of the differential operator
u 7→ −u′′, we take a linear differential operator of the form u 7→ −u′′ − cu′,
with c ∈ R a fixed constant. C

Remark 3.1.2. The condition (f2) is required only to assure that a non-
negative solution is strictly positive. If we do not assume (f2), with the
same proof, we can provide a variant of Theorem 3.1.1 in which we obtain
the existence of nontrivial non-negative solutions. In this case, condition
(Hr) should be modified requiring that any u(t) ≥ 0 satisfies ‖u‖∞ 6= r. C
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3.2 Existence results for problem (P)

In this section we give an application of Theorem 3.1.1 to the existence
of positive solutions for problem (P). Throughout the section, we suppose
that g : R+ → R+ is a continuous function such that

(g∗) g(0) = 0, g(s) > 0 for s > 0.

Moreover, we suppose that g(s) (satisfying (g∗)) is regularly oscillating at
zero, that is

lim
s→0+
ω→1

g(ωs)

g(s)
= 1.

This definition is the natural transposition for s→ 0+ of the usual definition
of regularly oscillating (at infinity) considered by several authors (see [22]).
Regular oscillating functions are a class of maps related to the study of
Karamata regular variation theory and its many ramifications (cf. [25, 165]).
They naturally appear in many different areas of real analysis like probability
theory and qualitative theory of ODEs (see [71, § 1] for a brief historical
survey about this subject).

The weight coefficient a : [0, T ]→ R is an L1-function such that

(a∗) there exist m ≥ 1 intervals I+
1 , . . . , I

+
m, closed and pairwise disjoint,

such that

a(t) ≥ 0, a.e. t ∈ I+
i , with a(t) 6≡ 0 on I+

i (i = 1, . . . ,m);

a(t) ≤ 0, a.e. t ∈ [0, T ] \
m⋃
i=1

I+
i ;

(a#) ā :=
1

T

∫ T

0
a(t) dt < 0.

Let λi1, i = 1, . . . ,m, be the first eigenvalue of the eigenvalue problem

ϕ′′ + λa(t)ϕ = 0, ϕ|∂I+i = 0. (3.2.1)

From the assumptions on a(t) in I+
i it clearly follows that λi1 > 0 for each

i = 1, . . . ,m. In the sequel, if necessary, it will be not restrictive to label the
intervals I+

i following the natural order given by the standard orientation of
the real line.

Theorem 3.2.1. Let a : [0, T ]→ R be an integrable function satisfying (a∗)
and (a#). Let g : R+ → R+ be a continuous function satisfying (g∗). Suppose
also that g(s) is regularly oscillating at zero and satisfies

(g0) lim
s→0+

g(s)

s
= 0
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and

(g∞) g∞ := lim inf
s→+∞

g(s)

s
> max

i=1,...,m
λi1.

Then problem (P) has at least a positive solution.

Proof. In order to enter the setting of Theorem 3.1.1 we define

f(t, s, ξ) = f(t, s) := a(t)g(s)

and observe that f is an L1-Carathéodory function. The basic hypotheses
required on f(t, s, ξ) are all satisfied. In fact, (f1) follows from g(0) = 0
and (f2) is an obvious consequence of the fact that g(s)/s is bounded on a
right neighborhood of s = 0 and a ∈ L1([0, T ]). By the continuity of g(s)
and the integrability of a(t), the Nagumo condition (f3) is trivially satisfied
since f does not depend on ξ. Indeed, we can take p = 1, φ(ξ) ≡ 1 and
ψ(t) = |a(t)| max0≤s≤η g(s).

Verification of (Hr). First of all, we observe that (g∗) and (a#) imply that∫ T

0
f(t, s, 0) dt < 0, ∀ s > 0. (3.2.2)

We claim that there exists r0 > 0 such that for all 0 < r ≤ r0 and for all
ϑ ∈ ]0, 1] there are no solutions u(t) of (3.1.4) such that u(t) > 0 on [0, T ]
and ‖u‖∞ = r.

By contradiction, suppose the claim is not true. Then for all n ∈ N there
exist 0 < rn < 1/n, ϑn ∈ ]0, 1] and un(t) solution of

u′′ + ϑna(t)g(u) = 0, B(u, u′) = 0, (3.2.3)

such that un(t) > 0 on [0, T ] and ‖un‖∞ = rn.
Integrating on [0, T ] the differential equation in (3.2.3) and using the

boundary conditions, we obtain

0 = −
∫ T

0
u′′n(t) dt = ϑn

∫ T

0
a(t)g(un(t)) dt.

Then ∫ T

0
a(t)g(un(t)) dt = 0 (3.2.4)

follows. We define

vn(t) :=
un(t)

‖un‖∞
, t ∈ [0, T ],

and, dividing (3.2.3) by rn = ‖un‖∞, we get

v′′n(t) + ϑna(t)
g(un(t))

un(t)
vn(t) = 0. (3.2.5)
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By (g0), for every ε > 0 there exists δε > 0 such that

0 <
g(s)

s
< ε, ∀ 0 < s < δε.

For n > 1/δε we have 0 < un(t) ≤ rn < δε for all t ∈ [0, T ], so that

0 <
g(un(t))

un(t)
< ε, ∀ t ∈ [0, T ].

This proves that

lim
n→∞

g(un(t))

un(t)
= 0, uniformly on [0, T ]. (3.2.6)

We fix t0 ∈ [0, T ] such that v′n(t0) = 0. With the Neumann boundary
condition, we choose t0 = 0 (or t0 = T ), while, in the periodic case, the exis-
tence of such a t0 (possibly depending on n) is ensured by Rolle’s theorem.
Integrating (3.2.5), we have

v′n(t) = −ϑn
∫ t

t0

a(ξ)
g(un(ξ))

un(ξ)
vn(ξ) dξ, ∀ t ∈ [0, T ],

hence

‖v′n‖∞ ≤
∫ T

0
|a(t)|g(un(t))

un(t)
dt. (3.2.7)

Since a ∈ L1([0, T ]), by (3.2.6) and the dominated convergence theorem, we
find that v′n(t)→ 0 (as n→∞) uniformly on [0, T ].

Since ‖vn‖∞ = 1, there exists x1 ∈ [0, T ] (possibly depending on n) such
that vn(x1) = 1. From

vn(t) = vn(x1)−
∫ t

x1

v′n(ξ) dξ, ∀ t ∈ [0, T ],

we conclude that

lim
n→∞

vn(t) = 1, uniformly on [0, T ]. (3.2.8)

Now, we write (3.2.4) as

0 =

∫ T

0
a(t)g(un(t)) dt =

∫ T

0

(
a(t)g(rn) + a(t)[g(rnvn(t))− g(rn)]

)
dt.

Since g(rn) > 0, then

− 1

T

∫ T

0
a(t) dt =

1

T

∫ T

0
a(t)

g(rnvn(t))− g(rn)

g(rn)
dt.
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Consequently, by (a#),

0 < −ā ≤ 1

T
‖a‖L1 max

t∈[0,T ]

∣∣∣∣g(rnvn(t))

g(rn)
− 1

∣∣∣∣= 1

T
‖a‖L1

∣∣∣∣g(rnωn)

g(rn)
− 1

∣∣∣∣,
where ωn := vn(tn), for a suitable choice of tn ∈ [0, T ], and also ωn → 1 (as
n→∞) by (3.2.8). Using the fact that g(s) is regularly oscillating at zero,
we obtain a contradiction as n→∞.

The claim is thus proved and, recalling also (3.2.2), we have that (Hr)
holds for any r ∈ ]0, r0].

Verification of (HR). First of all, we fix a nontrivial function v ∈ L1([0, T ]),
with v(t) 6≡ 0 on [0, T ], such that

v(t) ≥ 0, a.e. t ∈
m⋃
i=1

I+
i ;

v(t) = 0, a.e. t ∈ [0, T ] \
m⋃
i=1

I+
i .

For example, as v(t) we can take the indicator function of the set

A :=

m⋃
i=1

I+
i .

Secondly, we observe that a(t) ≥ 0 on each interval I+
i , so that

lim inf
s→+∞

f(t, s)

s
≥ a(t)g∞, uniformly a.e. t ∈ I+

i .

Moreover, condition (g∞) implies that the first eigenvalue of the eigenvalue
problem

ϕ′′ + λg∞a(t)ϕ = 0, ϕ|∂I+i = 0,

is strictly less than 1, for all i = 1, . . . ,m. Thus, we can apply Lemma 1.1.3
(see also Remark 1.1.1) on each interval I+

i (with f(t, s) := a(t)g(s) and
q∞(t) := a(t)g∞). Therefore, for each i = 1, . . . ,m, we obtain the exis-
tence of a constant RI+i

> 0 such that for each L1-Carathéodory function

h : [0, T ]× R+ → R with

h(t, s) ≥ a(t)g(s), a.e. t ∈ I+
i , ∀ s ≥ 0,

every solution u(t) ≥ 0 of the boundary value problem{
u′′ + h(t, u) = 0

B(u, u′) = 0
(3.2.9)
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satisfies maxt∈I+i
u(t) < RI+i

.

Then, we fix a constant R > r0 (with r0 coming from the first part of
the proof) such that

R ≥ max
i=1,...,m

RI+i
(3.2.10)

and another constant α0 > 0 such that

α0 >
‖a‖L1 max0≤s≤R g(s)

‖v‖L1

. (3.2.11)

We take α ∈ [0, α0]. We observe that any solution u(t) ≥ 0 of problem
(3.1.5) is a solution of (3.2.9) with

h(t, s) = a(t)g(s) + αv(t).

By definition, we have that h(t, s) ≥ a(t)g(s) for a.e. t ∈ A and for all s ≥ 0,
and also h(t, s) = a(t)g(s) ≤ 0 for a.e. t ∈ [0, T ]\A and for all s ≥ 0. By the
convexity of the solutions of (3.2.9) on the intervals of [0, T ] \A, we obtain

max
t∈[0,T ]

u(t) = max
t∈A

u(t)

and, as an application of Lemma 1.1.3 (see also Remark 1.1.1) on each of
the intervals I+

i , we conclude that

‖u‖∞ < R.

This proves the first part of (HR).

It remains to verify that for α = α0 defined in (3.2.11) there are no
solutions u(t) of (3.1.5) with 0 ≤ u(t) ≤ R on [0, T ]. Indeed, if u is a
solution of (3.1.5), or equivalently of{

u′′ + a(t)g(u) + αv(t) = 0

B(u, u′) = 0,

with 0 ≤ u(t) ≤ R, then, integrating on [0, T ] the differential equation and
using the boundary conditions, we obtain

α‖v‖L1 = α

∫ T

0
v(t) dt ≤

∫ T

0
|a(t)|g(u(t)) dt ≤ ‖a‖L1 max

0≤s≤R
g(s),

which leads to a contradiction with respect to the choice of α0. Thus (HR)
is verified.

Having verified (Hr) and (HR), the thesis follows from Theorem 3.1.1.
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Remark 3.2.1. From the verification of condition (HR) performed in the
above proof, it is clear that the assumption g∞ > maxi λ

i
1 is employed in

connection with Lemma 1.1.3 (see also Remark 1.1.1) in order to obtain the
a priori bounds RI+i

on the intervals I+
i . In turn, this step in the proof

is based on a Sturm comparison argument involving the eigenfunctions of
(3.2.1). If among the intervals I+

i there is one of the form I+
1 = [0, σ] or one

of the form I+
m = [τ, T ] (both cases are also possible), then the choice of the

eigenvalues can be made in a more refined manner in order to improve the
lower bound for g∞. More precisely, whenever such a situation occurs, we
can proceed as follows.

For the Neumann problem, if I+
1 = [0, σ] we take as λ1

1 the first positive
eigenvalue of the eigenvalue problem

ϕ′′ + λa(t)ϕ = 0, ϕ′(0) = ϕ(σ) = 0.

Similarly, if I+
m = [τ, T ] we take as λm1 the first positive eigenvalue of the

eigenvalue problem

ϕ′′ + λa(t)ϕ = 0, ϕ(τ) = ϕ′(T ) = 0.

For the periodic problem, we can extend the coefficient by T -periodicity
on the whole real line and, after a shift on the t-variable, we consider an
equivalent problem where the weight function is negative in a neighborhood
of the endpoints. We try to clarify this concept with an example. Suppose
that we are interested in the search of 2π-periodic solutions of equation

u′′ + (−k + cos(t))g(u) = 0,

where 0 < k < 1 is a fixed constant. In this case, setting the problem on the
interval [0, 2π], we should consider the eigenvalue problem (3.2.1) on the two
intervals I+

1 = [0, arccos k] and I+
2 = [2π − arccos k, 2π], where the weight

function is positive. On the other hand, since we are looking for 2π-periodic
solutions, we could work on any interval of length 2π, for instance [π, 3π].
This is equivalent to consider the periodic boundary conditions on [0, 2π]
for the equation

v′′ + (−k + cos(t− π))g(v) = 0.

In this latter case, the weight is negative at the endpoints t = 0 and t = 2π
and there is only one interval of non-negativity, so that we have to consider
the eigenvalue problem (3.2.1) only on I+

1 = [π − arccos k, π + arccos k].
In this way we can produce a better lower bound for g∞ by studying an
equivalent problem.

The same remarks as those just made above apply in any subsequent
variant of Theorem 3.2.1, for instance, we can refine the choice of the con-
stants λi1 in Corollary 3.2.4 below. C
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The following corollaries are direct consequences of Theorem 3.2.1.

Corollary 3.2.1. Let a : [0, T ] → R be an integrable function satisfying
(a∗) and (a#). Let g : R+ → R+ be a continuous function satisfying (g∗).
Suppose also that g(s) is regularly oscillating at zero and satisfies

lim
s→0+

g(s)

s
= 0 and lim

s→+∞

g(s)

s
= +∞.

Then problem (P) has at least a positive solution.

Corollary 3.2.2. Let a : [0, T ] → R be an integrable function satisfying
(a∗) and (a#). Let g : R+ → R+ be a continuous function satisfying (g∗).
Suppose also that g(s) is regularly oscillating at zero and satisfies

lim
s→0+

g(s)

s
= 0 and g∞ > 0.

Then there exists ν∗ > 0 such that the boundary value problem

(Pν)

{
u′′ + ν a(t)g(u) = 0, 0 < t < T,

B(u, u′) = 0

has at least a positive solution for each ν > ν∗.

The following consequence of Theorem 3.2.1 provides a necessary and
sufficient condition for the existence of positive solutions to problem (P)
when g(s) = sγ for γ > 1. It can be viewed as a version of [20, Theorem 1]
for the periodic case (in [20] the authors already obtained the same result
for the Neumann problem for PDEs).

Corollary 3.2.3. The superlinear boundary value problem{
u′′ + a(t)uγ = 0, γ > 1,

B(u, u′) = 0,

with a integrable weight function a : [0, T ]→ R satisfying (a∗), has a positive
solution if and only if the average condition (a#) holds.

Proof. The necessary part of the statement is a consequence of the fact that
g(s) := sγ , for γ > 1, has a positive derivative on R+

0 . For the sufficient
part we apply Corollary 3.2.1, observing that g(s) is regularly oscillating at
zero.

As one can clearly notice from the proof, the condition g∞ > maxi λ
i
1 in

Theorem 3.2.1 is required in order to obtain suitable a priori bounds RI+i
for

the maximum of the solutions on each of the intervals I+
i , where a ≥ 0 and

a 6≡ 0. Hence we can choose a constant R satisfying (3.2.10) and have (HR)
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verified. As observed in Theorem 1.4.2, if g(s)/s is bounded (for s large),
it is sufficient to obtain an a priori bound only on one of the intervals I+

i

and the existence of a global upper bound follows from standard ODEs
arguments related to the classical Gronwall’s inequality. Similarly, also in
the present situation, following the proof of Theorem 1.2.2, we can obtain
the next result.

Corollary 3.2.4. Let a : [0, T ] → R be an integrable function satisfying
(a∗) and (a#). Let g : R+ → R+ be a continuous function satisfying (g∗).
Suppose also that g(s) is regularly oscillating at zero and satisfies

lim
s→0+

g(s)

s
= 0, g∞ > min

i=1,...,m
λi1 and lim sup

s→+∞

g(s)

s
< +∞.

Then problem (P) has at least a positive solution.

Actually, this result could be even improved with respect to assumption
(a∗), in the sense that it would be sufficient only to find an interval J ⊆ [0, T ]
where a ≥ 0 and a 6≡ 0 and then we can ignore completely the behavior of
a(t) on [0, T ]\J . If we know that g∞ is greater than the first eigenvalue of the
Dirichlet problem in J (i.e. ϕ′′ + λa(t)ϕ = 0, ϕ|∂J = 0), we get the upper
bound RJ as in Lemma 1.1.3 (see also Remark 1.1.1) and hence a global
upper bound via Gronwall’s inequality. Thus we can prove the following
corollary which combines Corollary 3.2.2 with Corollary 3.2.4.

Corollary 3.2.5. Let a : [0, T ] → R be an integrable function and assume
there exists an interval J ⊆ [0, T ] where a(t) ≥ 0 for a.e. t ∈ J and also∫ T

0
a(t) dt < 0 <

∫
J
a(t) dt.

Suppose that g : R+ → R+ is a continuous function, regularly oscillating at
zero, satisfying (g∗) and such that

lim
s→0+

g(s)

s
= 0 and 0 < lim inf

s→+∞

g(s)

s
≤ lim sup

s→+∞

g(s)

s
< +∞.

Then there exists ν∗ > 0 such that the boundary value problem (Pν) has at
least a positive solution for each ν > ν∗.

Remark 3.2.2. The condition of regularly oscillation at zero required on
g(s) is useful in order to conclude the verification of (Hr) in Theorem 3.2.1.
Nevertheless, there is a disadvantage in assuming such a condition, as it
does not allow to consider functions as

g(s) = sγ exp(−1/s) for s > 0 (γ > 1), g(0) = 0, (3.2.12)

which are not regularly oscillating at zero.
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With this respect we observe that, from a careful reading of the first
part of the proof of Theorem 3.2.1, the key point is to demonstrate that
g(rnωn)/g(rn) → 1, for rn → 0+ and ωn = v(tn) → 1 (for a suitable choice
of tn ∈ [0, T ]). In our proof, the sequence ωn is not an arbitrary sequence
tending to 1, since 0 < ωn < 1, and, moreover, from (3.2.7) we can easily
provide the estimate

0 ≤ 1− ωn ≤ C sup
0<s≤rn

g(s)

s

(for C > 0 a suitable constant independent on rn and ωn). Therefore, the
faster g(rn)/rn tends to zero, the more ωn tends to one.

Using this observation, we can apply our result also to some not regularly
oscillating functions g(s), provided that they tend to zero sufficiently fast.
In this manner, for instance, Corollary 3.2.1 holds also for a function g(s)
as in (3.2.12) (the easy verification is omitted).

Another way to avoid the hypothesis of regular oscillation at the origin
is described in Theorem 3.2.2. C

A variant of Theorem 3.2.1 is the following result. Basically, we replace
the computations for the verification of (Hr) given in the proof of The-
orem 3.2.1 with a different argument which is essentially inspired by the
approach in [40].

Theorem 3.2.2. Let a : [0, T ]→ R be an integrable function satisfying (a∗)
and (a#). Let g : R+ → R+ be a continuous function satisfying (g∗), (g0)
and (g∞). Suppose also that g(s) is continuously differentiable on a right
neighborhood [0, ε0[ of s = 0. Then problem (P) has at least a positive
solution.

Proof. As in the proof of Theorem 3.2.1, we enter the setting of Theo-
rem 3.1.1 by defining

f(t, s, ξ) = f(t, s) := a(t)g(s).

Verification of (Hr). First of all, we observe that (g∗) and (a#) imply that∫ T

0
f(t, s, 0) dt < 0, ∀ s > 0. (3.2.13)

We claim that there exists r0 ∈ ]0, ε0[ such that for all 0 < r ≤ r0 and for all
ϑ ∈ ]0, 1] there are no solutions u(t) of (3.1.4) such that u(t) > 0 on [0, T ]
and ‖u‖∞ = r.

By contradiction, suppose the claim is not true. Then for all n ∈ N
there exist 0 < rn < 1/n, ϑn ∈ ]0, 1] and un(t) solution of (3.2.3) such that
un(t) > 0 on [0, T ] and ‖un‖∞ = rn. By condition (g0), note also that

lim
n→∞

g′(un(t)) = 0, uniformly on [0, T ].
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Using the identity

u′′

g(u)
=

d

dt

(
u′

g(u)

)
+ g′(u)

(
u′

g(u)

)2

,

for u = un, and setting

zn(t) :=
u′n(t)

g(un(t))
, t ∈ [0, T ],

we obtain the following relation

z′n(t) + g′(un(t))z2
n(t) = −ϑna(t), for a.e. t ∈ [0, T ]. (3.2.14)

The boundary conditions (of Neumann or periodic type) on un(t) imply that

zn(0) = zn(T ) and ∃ t∗n ∈ [0, T ] : zn(t∗n) = 0 (3.2.15)

(obviously, we can take t∗n = 0 in the case of the Neumann boundary con-
ditions, while the existence of such a point in the periodic case follows from
Rolle’s theorem).

We fix a positive constant M > ‖a‖L1 and then a constant δ with

0 < δ <
M − ‖a‖L1

TM2
. (3.2.16)

By the continuity of g′(s) on [0, ε0[ and g′(0) = 0 (which corresponds to
condition (g0)), we find ε ∈ ]0, ε0[ such that

|g′(s)| ≤ δ, ∀ 0 ≤ s ≤ ε.

Let n > 1/ε. In this case, we have that 0 < un(t) < ε on [0, T ] and we claim
that

‖zn‖∞ ≤ ϑnM. (3.2.17)

Indeed, if by contradiction we suppose that (3.2.17) is not true (for some
n > 1/ε), then, using the fact that zn(t) vanishes at some point t∗n of [0, T ],
we can find a maximal interval Jn of the form [t∗n, τn] or [τn, t

∗
n] such that

|zn(t)| ≤ ϑnM for all t ∈ Jn and |zn(t)| > ϑnM for some t /∈ Jn, or, more
precisely, with τn < t ≤ T or 0 ≤ t < τn, respectively. By the maximality of
the interval Jn, we also know that |zn(τn)| = ϑnM .

Integrating (3.2.14) on Jn and passing to the absolute value, we obtain

ϑnM = |zn(τn)| = |zn(τn)− zn(t∗n)|

≤
∣∣∣∫
Jn

g′(un(t))z2
n(t) dt

∣∣∣+ ϑn‖a‖L1

≤ δϑ2
nM

2|τn − t∗n|+ ϑn‖a‖L1

≤ ϑn
(
δM2T + ‖a‖L1

)
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(recall that 0 < ϑn ≤ 1). Dividing the above inequality by ϑn > 0, we find
a contradiction with the choice of δ in (3.2.16). In this manner, we have
verified that (3.2.17) is true.

Now, integrating (3.2.14) on [0, T ], recalling that zn(T ) − zn(0) = 0
(according to (3.2.15)) and using (3.2.17), we obtain that

−ϑn
∫ T

0
a(t) dt =

∫ T

0
g′(un(t))z2

n(t) dt

≤ Tϑ2
nM

2 max
0≤s≤rn

|g′(s)|

≤ ϑnTM2 max
0≤s≤rn

|g′(s)|

holds for every n > 1/ε. From this,

0 < −ā ≤M2 max
0≤s≤rn

|g′(s)| (3.2.18)

follows. Using the continuity of g′(s) at s = 0+, we get a contradiction, as
n→∞.

The claim is thus proved and, recalling also (3.2.13), we have that (Hr)
holds for any r ∈ ]0, r0].

Verification of (HR). This has been already checked in the second part of
the proof of Theorem 3.2.1. No change is needed.

As last step, we conclude exactly as in the proof of Theorem 3.2.1, via
Theorem 3.1.1.

From Theorem 3.2.2, we can derive the same corollaries as above in
which the condition of regularly oscillation at zero of g(s) is systematically
replaced by the smoothness of g(s) on a right neighborhood [0, ε0[ of zero.
In particular, an obvious improvement of Corollary 3.2.3 is the following.

Corollary 3.2.6. Let g : R+ → R+ be a continuously differentiable function
satisfying (g∗), such that g′(s) > 0 for all s > 0 and

lim
s→0+

g(s)

s
= 0, lim

s→+∞

g(s)

s
= +∞.

Let a : [0, T ] → R be an integrable function satisfying (a∗). Then problem
(P) has at least a positive solution if and only if (a#) holds.

For the Neumann problem this result improves [40, § 3, Corollary 1] to
a more general class of weight functions a(t). It also extends such a result
to the periodic case.

Remark 3.2.3. In Theorem 3.2.1 and Theorem 3.2.2 we have two differ-
ent conditions that are required on g(s) as s → 0+. It can be interesting
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to provide examples in which one of the two results applies, while for the
other the conditions on g(s) are not fulfilled. For this discussion, we confine
ourselves only to the behavior of g(s) on a right neighborhood [0, 1] of zero
and we do not care about a(t) or the behavior of g(s) as s→ +∞.

Take any function σ : [0, 1] → R+
0 which is continuous but not differen-

tiable (for instance, one could even choose a nowhere differentiable function
of Weierstrass type) and define

g(s) = σ(s)sγ , γ > 1.

Such a function g(s) is regularly oscillating at zero (note that σ(0) > 0) and
it fits for Theorem 3.2.1, but it is not suitable for Theorem 3.2.2.

As second example, we consider a function as

g(s) = sγ sin2(1/s) + sβ, for s ∈ ]0, 1] (β > γ > 2), g(0) = 0.

Such a function g(s) is continuously differentiable on [0, 1] and it fits for
Theorem 3.2.2, but it is not suitable for Theorem 3.2.1 since g(s) is not
regularly oscillating at zero.

See Figure 3.1 for a graphical representation of the above examples.

Figure 3.1: The figure on the left shows the graph of g(s) := σ(s)s
10
9 on [0, 1], where

σ(s) := 3 +
∑∞
n=0 sin(π15ns)/2n is the Weierstrass function. On the right we show

the graph of g(s) := s2.1 sin2(1/s) + s2.2 on [0, 1/5]. As explained in Remark 3.2.3,
for these two functions only one of our two main existence theorems applies.

Both the above examples can be easily generalized in order to construct
broad classes of nonlinearities where only one of the two existence theorems
applies. C

We end this section by presenting a variant of Corollary 3.2.5 in the
smooth case and observing that the argument employed in the proof of
Theorem 3.2.2 can be used to provide a nonexistence result for positive
solutions when g(s) is smooth on R+ and with sufficiently small derivative.
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Corollary 3.2.7. Let a : [0, T ] → R be an integrable function and assume
there exists an interval J ⊆ [0, T ] where a(t) ≥ 0 for a.e. t ∈ J and also∫ T

0
a(t) dt < 0 <

∫
J
a(t) dt.

Suppose also that g : R+ → R+ is a continuously differentiable function
satisfying (g∗) and such that

g′(0) = 0 and 0 < lim inf
s→+∞

g′(s) ≤ lim sup
s→+∞

g′(s) < +∞.

Then there exists ν∗ > 0 such that the boundary value problem (Pν) has at
least a positive solution for each ν > ν∗.

Clearly, Corollary 3.2.7 applies also if g(s) is a continuously differentiable
function satisfying (g∗) and

g′(0) = 0 < g′(+∞) < +∞.

Indeed, using the generalized de l’Hôpital’s rule, we have

lim inf
s→+∞

g′(s) ≤ lim inf
s→+∞

g(s)

s
≤ lim sup

s→+∞

g(s)

s
≤ lim sup

s→+∞
g′(s).

Proposition 3.2.1. Let g : R+
0 → R+

0 be a continuously differentiable func-
tion with bounded derivative on R+

0 . Let a ∈ L1([0, T ]) satisfy condition
(a#). Then there exists ν∗ > 0 such that the boundary value problem (Pν)
has no positive solutions for each 0 < ν < ν∗.

Proof. The proof follows substantially the same argument employed in the
proof of Theorem 3.2.2 from (3.2.14) to (3.2.18).

We fix two positive constants M and D such that

M > ‖a‖L1 and |g′(s)| ≤ D, ∀ s > 0,

(recall that, by assumption, g(s) has bounded derivative on R+
0 ) and define

ν∗ := min

{
M − ‖a‖L1

DM2T
,
−ā
DM2

}
.

We shall prove that for 0 < ν < ν∗ problem (Pν) has no positive solution.
Let us suppose by contradiction that u(t) > 0 for all t ∈ [0, T ] is a

solution of problem (Pν). Setting z(t) := u′(t)/νg(u(t)), we find

z′(t) + νg′(u(t))z2(t) = −a(t). (3.2.19)

As a consequence of the boundary conditions, we also have that z(0) = z(T )
and there exists t∗ ∈ [0, T ] (with t∗ depending on the solution u(t)) with
z(t∗) = 0.
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First of all, we claim that

‖z‖∞ ≤M. (3.2.20)

Indeed, if by contradiction we suppose that (3.2.20) is not true, then using
the fact that z(t) vanishes at some point of [0, T ], we can find a maximal
interval J of the form [t∗, τ ] or [τ, t∗] such that |z(t)| ≤M for all t ∈ J and
|z(t)| > M for some t /∈ J . By the maximality of the interval J , we also
know that |z(τ)| = M . Integrating (3.2.19) on J and passing to the absolute
value, we obtain

M = |z(τ)− z(t∗)| ≤
∣∣∣∣∫
J
νg′(u(t))z2(t) dt

∣∣∣∣+ ‖a‖L1

≤ νDM2T + ‖a‖L1 < M,

a contradiction. In this manner, we have verified that (3.2.20) is true.

Now, integrating (3.2.19) on [0, T ], recalling that z(T ) − z(0) = 0 and
using (3.2.20), we reach

−ā = − 1

T

∫ T

0
a(t) dt =

1

T

∫ T

0
νg′(u(t))z2(t) dt ≤ νDM2 < −ā,

a contradiction. This concludes the proof.

Remark 3.2.4. The same proof as above works to prove the nonexistence
of solution to problem (Pν) with range in a given open interval ]α, β[, for
g : ]α, β[→ R+

0 a smooth function with bounded derivative. In some recent
papers (see [33, 34, 36]) similar nonexistence results have been obtained
under different conditions on the function g(s). C

Remark 3.2.5. From a careful reading of the proof of Theorem 3.2.2, one
can notice that in that result and in its corollaries condition (g0) can be
slightly improved to a condition of the form

lim
s→0+

g(s)

s
< λ∗,

where λ∗ is a positive constant that satisfies

0 < λ∗ <
1

4T‖a‖L1

,

as can be deduced from formula (3.2.16), observing that the continuous
map M 7→ (M − ‖a‖L1)/(TM2) (for M > 0) attains its maximum for
M = 2‖a‖L1 . C
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3.3 More general examples and applications

In Section 3.2 we have applied our abstract result Theorem 3.1.1, which
deals with a general second order equation of the form

u′′ + f(t, u, u′) = 0,

to the simpler case given by

u′′ + a(t)g(u) = 0.

In this section, we show how our result can be extended to a broader class
of equations. Up to this point, by B(u, u′) = 0, we have considered together
the two different boundary conditions. Now we present two different appli-
cations, one for the Neumann problem and another for periodic solutions.

For simplicity in the exposition, in our applications we will suppose that
the weight function is continuous, in order to obtain classical positive solu-
tions.

3.3.1 The Neumann problem: radially symmetric solutions

Let ‖ · ‖ be the Euclidean norm in RN (for N ≥ 2) and let

Ω := B(0, R2) \B[0, R1] = {x ∈ RN : R1 < ‖x‖ < R2}

be an open annular domain, with 0 < R1 < R2. Let q : Ω→ R be a contin-
uous function which is radially symmetric, namely there exists a continuous
scalar function Q : [R1, R2]→ R such that

q(x) = Q(‖x‖), ∀x ∈ Ω.

In this section we consider the Neumann boundary value problem−∆u = q(x)g(u) in Ω
∂u

∂n
= 0 on ∂Ω

(3.3.1)

and we are interested in the existence of radially symmetric positive solutions
of (3.3.1), namely classical solutions such that u(x) > 0 for all x ∈ Ω and
also u(x′) = u(x′′) whenever ‖x′‖ = ‖x′′‖.

Since we look for radially symmetric solutions of (3.3.1), our study can
be reduced to the search of positive solutions of the Neumann boundary
value problem

w′′(r) +
N − 1

r
w′(r) +Q(r)g(w(r)) = 0, w′(R1) = w′(R2) = 0. (3.3.2)
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Indeed, if w(r) is a solution of (3.3.2), then u(x) := w(‖x‖) is a solution of
(3.3.1). As illustrated in Section C.2, using the standard change of variable

t = h(r) :=

∫ r

R1

ξ1−N dξ

and defining

T :=

∫ R2

R1

ξ1−N dξ, r(t) := h−1(t) and v(t) = w(r(t)),

we transform (3.3.2) into the equivalent problem

v′′ + a(t)g(v) = 0, v′(0) = v′(T ) = 0, (3.3.3)

with

a(t) := r(t)2(N−1)Q(r(t)), t ∈ [0, T ].

Consequently, the Neumann boundary value problem (3.3.3) is of the same
form of (P) and we can apply the results of Section 3.2.

Since r(t)2(N−1) > 0 on [0, T ], condition (a∗) is satisfied provided that a
similar condition holds for Q(r) on [R1, R2]. Accordingly, we assume

(q∗) there exist m ≥ 1 intervals J+
1 , . . . , J

+
m, closed and pairwise disjoint,

such that such that

Q(r) ≥ 0, for every r ∈ J+
i , with max

r∈J+
i

Q(r) > 0 (i = 1, . . . ,m);

Q(r) ≤ 0, for every r ∈ [R1, R2] \
m⋃
i=1

J+
i .

Condition (a#) reads as

0 >

∫ T

0
r(t)2(N−1)Q(r(t)) dt =

∫ R2

R1

rN−1Q(r) dr.

Up to a multiplicative constant, the latter integral is the integral of q(x)
on Ω, using the change of variable formula for radially symmetric functions
(cf. [85]). Thus, a(t) satisfies (a#) if and only if

(q#)

∫
Ω
q(x) dx < 0.

The following theorems are easy corollaries of the results presented in
Section 3.2.
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Theorem 3.3.1. Let g : R+ → R+ be a continuous function, regularly os-
cillating at zero and satisfying (g∗). Assume

lim
s→0+

g(s)

s
= 0 and lim

s→+∞

g(s)

s
= +∞.

Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying
(q∗) and (q#). Then problem (3.3.1) has at least a positive radially symmet-
ric solution.

Theorem 3.3.2. Let g : R+ → R+ be a continuous function, regularly os-
cillating at zero and satisfying (g∗). Assume

lim
s→0+

g(s)

s
= 0 and lim inf

s→+∞

g(s)

s
> 0.

Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying
(q∗) and (q#). Then there exists ν∗ > 0 such that problem−∆u = νq(x)g(u) in Ω

∂u

∂n
= 0 on ∂Ω

(3.3.4)

has at least a positive radially symmetric solution for each ν > ν∗.

Clearly, Theorem 3.3.1 and Theorem 3.3.2 correspond to Corollary 3.2.1
and Corollary 3.2.2, respectively. The next result follows from the same
argument that led to Corollary 3.2.5.

Theorem 3.3.3. Let g : R+ → R+ be a continuous function, regularly os-
cillating at zero and satisfying (g∗). Assume

lim
s→0+

g(s)

s
= 0 and 0 < lim inf

s→+∞

g(s)

s
≤ lim sup

s→+∞

g(s)

s
< +∞.

Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying
(q#) and such that q(x0) > 0 for some x0 ∈ Ω. Then there exists ν∗ > 0
such that problem (3.3.4) has at least a positive radially symmetric solution
for each ν > ν∗.

Note that, with respect to Theorem 3.3.2, in the above result we do
not assume condition (q∗) on the weight function. In this manner, we can
consider functions Q(r) with infinitely many changes of sign in [R1, R2].

All the above three theorems can be stated in a version where the regu-
larly oscillating assumption at zero is replaced with the hypothesis that g(s)
is continuously differentiable on a right neighborhood of zero, according to
Theorem 3.2.2. For instance, the corresponding version of Theorem 3.3.1
reads as follows.
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Theorem 3.3.4. Let g : R+ → R+ be a continuous function satisfying (g∗)
and such that g(s) is continuously differentiable on a right neighborhood of
s = 0. Assume

g′(0) = 0 and lim
s→+∞

g(s)

s
= +∞.

Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying
(q∗) and (q#). Then problem (3.3.1) has at least a positive radially symmet-
ric solution.

If we also suppose that g(s) is continuously differentiable on R+
0 with

g′(s) > 0 for all s > 0, then condition (q#) is also necessary for the existence
of a positive solution. On the other hand, as already observed, also the fact
that the weight function must change its sign is necessary for the existence
of solutions. With this respect, the following corollary can be derived from
the smooth version of Theorem 3.3.3 (see also Corollary 3.2.7).

Corollary 3.3.1. Let g : R+ → R+ be a continuously differentiable function
such that g′(s) > 0 for all s > 0. Assume

g(0) = g′(0) = 0 and g′(+∞) = ` > 0.

Let q(x) = Q(‖x‖) be a continuous radially symmetric function. Then there
exists ν∗ > 0 such that problem (3.3.4) has at least a positive radially sym-
metric solution for each ν > ν∗ if and only if

q+(x) 6≡ 0 and

∫
Ω
q(x) dx < 0.

Note also that, under the assumptions of Corollary 3.3.1 there is also
a constant ν∗ > 0 such that for each 0 < ν < ν∗ problem (3.3.4) has no
positive radial solutions (cf. Proposition 3.2.1).

Possible examples of functions satisfying the above conditions are

g(s) = Ks arctan(sγ−1) for s ≥ 0 (γ > 1, K > 0)

and

g(s) = K
sγ

sγ−1 +M
for s ≥ 0 (γ > 1, K,M > 0).

Remark 3.3.1. In [19], Berestycki, Capuzzo-Dolcetta and Nirenberg ob-
tained an existence result of positive solutions for the Neumann problem
(3.3.1) in the superlinear indefinite case for Ω a bounded domain with
smooth boundary. In [19, Theorem 3] the main assumptions require that
g(s) has a precise power-like growth at infinity, that is g(s)/sp → l > 0 (as
s→ +∞) for some p ∈ ]1, (N +2)/(N −1)[, and that ∇q(x) does not vanish
on the points of

Γ := {x ∈ Ω: q(x) > 0} ∩ {x ∈ Ω: q(x) < 0} ⊆ Ω.
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Our setting is much more simplified as we consider an annular domain and
a radially symmetric weight function. On the other hand, our growth con-
dition at infinity is more general (allowing a nonlinearity which is not nec-
essarily of power-like type) and, moreover, no condition on the zeros of q(x)
is required. C

3.3.2 The periodic problem: a Liénard type equation

In this section we deal with the existence of periodic positive solutions
to a Liénard type equation, namely positive solutions of{

u′′ + h(u)u′ + a(t)g(u) = 0, 0 < t < T,

u(0) = u(T ), u′(0) = u′(T ),
(3.3.5)

where h : R+ → R is a continuous function. As a preliminary remark, we
observe that, if u(t) > 0 is any solution of (3.3.5), then

∫ T
0 h(u(t))u′(t)dt = 0

and also
∫ T

0 h(u(t))u′(t)/g(u(t)) dt = 0. Consequently, the condition that
a(t) changes sign with negative average, which is necessary for (P) (when
g′(s) > 0), is still necessary for (3.3.5).

For simplicity, in this section we present only an extension of Corol-
lary 3.2.1 to the Liénard equation. In particular, we do not consider the
alternative approach of Theorem 3.2.2 for g(s) smooth. Accordingly, apply-
ing the results in Section 3.1, we prove the following theorem.

Theorem 3.3.5. Let h : R+ → R be continuous and bounded. Let g : R+ →
R+ be a continuous function, regularly oscillating at zero and satisfying (g∗).
Assume

lim
s→0+

g(s)

s
= 0 and lim

s→+∞

g(s)

s
= +∞. (3.3.6)

Let a : [0, T ] → R be a continuous function satisfying (a∗) and (a#). Then
problem (3.3.5) has at least a positive solution.

Proof. We follow the same pattern as the proof of Theorem 3.2.1. In partic-
ular, we are going to show how to achieve the same main steps and formulas
in that proof.

First of all, we define f : [0, T ]× R+ × R→ R as

f(t, s, ξ) = (h(s)− c)ξ + a(t)g(s), with c := h(0),

and we remark that f is an L1-Carathéodory function satisfying (f1), (f2)
and (f3). In this manner, problem (3.3.5) is of the form{

u′′ + cu′ + f(t, u, u′) = 0, 0 < t < T,

u(0) = u(T ), u′(0) = u′(T ),
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which is of the same type of (3.1.1) with u 7→ −(u′′ + cu′) as differential
operator. The thesis will be reached using Theorem 3.1.1 with Remark 3.1.1.
In order to avoid unnecessary repetitions, from now on in the proof, all the
solutions that we consider satisfy the T -periodic boundary conditions.

Verification of (Hr). Observe that (3.2.2) is satisfied. We claim that there
exists r0 > 0 such that for all 0 < r ≤ r0 and for all ϑ ∈ ]0, 1] there are no
positive solutions u(t) of

u′′ + cu′ + ϑf(t, u, u′) = 0

such that ‖u‖∞ = r. By contradiction, suppose the claim is not true. Then
for all n ∈ N there exist 0 < rn < 1/n, ϑn ∈ ]0, 1] and un(t) positive solution
of

u′′ + cu′ + ϑn(h(u)− c)u′ + ϑna(t)g(u) = 0 (3.3.7)

such that ‖un‖∞ = rn.
Integrating (3.3.7) on [0, T ] and using the periodic boundary conditions,

we obtain again (3.2.4). We define

vn(t) :=
un(t)

‖un‖∞
, t ∈ [0, T ],

and, dividing (3.3.7) by rn = ‖un‖∞, we get

v′′n + cv′n + ϑn(h(un(t))− c)v′n + ϑna(t)q(un(t))vn = 0, (3.3.8)

where h(un(t)) − c → 0 and q(un(t)) := g(un(t))/un(t) → 0, uniformly on
[0, T ] as n → ∞. Multiplying equation (3.3.8) by vn and integrating on
[0, T ], we obtain

‖v′n‖2L2 ≤ ‖a‖L1 sup
t∈[0,T ]

|q(un(t))| → 0, as n→∞.

Using this information on (3.3.8), we see that ‖v′′n‖L1 → 0 as n → ∞.
From this fact and observing that v′n must vanish at some point (by Rolle’s
theorem), we obtain that v′n(t) → 0 (as n → ∞) uniformly on [0, T ] and
thus (3.2.8) follows. From (3.2.4) and (3.2.8) we conclude exactly as in the
verification of (Hr) in the proof of Theorem 3.2.1.

Verification of (HR). We choose the same function v(t) as in the proof of
Theorem 3.2.1 and observe that the equation in (3.1.5) now reads as

u′′ + h(u)u′ + a(t)g(u) + αv(t) = 0. (3.3.9)

We also fix a constant C > 0 such that

|h(s)| ≤ C, ∀ s ≥ 0. (3.3.10)
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Following the proof of Theorem 3.2.1, we choose an interval J among the
intervals I+

i . We look for a bound RJ > 0 such that any non-negative solu-
tion u(t) of (3.3.9), with α ≥ 0, satisfies maxt∈J u(t) < RJ . For notational
convenience, we set J = [σ, τ ] and let 0 < ε < (τ − σ)/2 be fixed such that

a(t) 6≡ 0 on Jε,

where Jε := [σ0, τ0] ⊆ [σ, τ ] with σ0 − σ = τ − τ0 = ε.

We claim that u′(t) ≤ u(t)eCT /ε, for all t ∈ [σ0, τ ] such that u′(t) ≥ 0,
and also |u′(t)| ≤ u(t)eCT /ε, for all t ∈ [σ, τ0] such that u′(t) ≤ 0. The proof
is based on the fact that the auxiliary function

Υ: t 7→ u′(t) exp

(∫ t

0
h(u(ξ)) dξ

)
is non-increasing on J . Indeed, in order to prove the first inequality, let us
fix t ∈ [σ0, τ ] such that u′(t) ≥ 0. The result is trivially true if u′(t) = 0.
Suppose that u′(t) > 0. Since Υ is non-increasing on [σ, t] ⊆ J , we have

u′(ξ) ≥ u′(t) exp

(∫ t

ξ
h(u(ξ)) dξ

)
≥ u′(t)e−C(t−σ), ∀ ξ ∈ [σ, t].

Integrating on [σ, t], we obtain

u(t) ≥ u(t)− u(σ) ≥ u′(t)e−C(t−σ)(t− σ) ≥ u′(t)e−CT ε.

Therefore, the first inequality follows. The second one can be obtained with
an analogous argument.

Let λ̂ be the first (positive) eigenvalue of the eigenvalue problem{(
eCtϕ′

)′
+ e−Ctλa(t)ϕ = 0

ϕ(σ0) = ϕ(τ0) = 0.

We fix a constant M > 0 such that

M > λ̂.

From (3.3.6) it follows that there exists a constant R̃ = R̃(M) > 0 such that

g(s) > Ms, ∀ s ≥ R̃.

By contradiction, suppose there is not a constant RJ > 0 with the prop-
erties listed above. So, for each integer n > 0 there exists a solution un ≥ 0
of (3.3.9) with maxt∈J un(t) =: R̂n > n. For each n > R̃ we take t̂n ∈ J
such that un(t̂n) = R̂n and let ]ςn, ωn[ ⊆ J be the intersection with ]σ, τ [
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of the maximal open interval containing t̂n and such that un(t) > R̃ for all
t ∈ ]ςn, ωn[. We fix an integer N such that

N > R̃+
R̃ Te2CT

ε

and we claim that ]ςn, ωn[ ⊇ [σ0, τ0], for each n ≥ N . Suppose by contra-
diction that σ0 ≤ ςn. In this case, we find that un(ςn) = R̃ and u′n(ςn) ≥ 0.
Moreover, u′n(ςn) ≤ R̃eCT /ε. Using the monotonicity of Υ, Υ(t) ≤ Υ(ςn) for
every t ∈ [ςn, t̂n] and therefore, using also (3.3.10), we find u′(t) ≤ R̃e2CT /ε
for every t ∈ [ςn, t̂n]. Finally, an integration on [ςn, t̂n] yields

n < R̂n = un(t̂n) ≤ R̃+
R̃ Te2CT

ε
,

hence a contradiction, since n ≥ N . A symmetric argument provides a
contradiction if we suppose that ωn ≤ τ0. This proves the claim.

So, we can fix an integer N > R̃ such that un(t) > R̃ for every t ∈ Jε
and for n ≥ N . The function un(t), being a solution of equation (3.3.9),
also satisfies u′n(t) =

yn(t)

pn(t)

y′n(t) = −Hn(t, un(t)),

where

pn(t) := exp

(∫ t

0
h(un(ξ)) dξ

)
and

Hn(t, un(t)) := exp

(∫ t

0
h(un(ξ)) dξ

)(
a(t)g(un(t)) + αv(t)

)
.

Passing to the polar coordinates, via a Prüfer transformation, we consider

pn(t)u′n(t) = rn(t) cosϑn(t), un(t) = rn(t) sinϑn(t),

and obtain, for every t ∈ Jε, that

ϑ′n(t) =
cos2 ϑn(t)

pn(t)
+
Hn(t, un(t))

un(t)
sin2 ϑn(t)

≥ cos2 ϑn(t)

pn(t)
+Mpn(t)a(t) sin2 ϑn(t).

We also consider the linear equation(
eCtu′

)′
+ e−CtMa(t)u = 0 (3.3.11)
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and its associated angular coordinate ϑ(t) (via the Prüfer transformation),
which satisfies

ϑ′(t) =
cos2 ϑ(t)

eCt
+ e−CtMa(t) sin2 ϑ(t).

Note also that the angular functions ϑn and ϑ are non-decreasing in Jε.
Using a classical comparison result in the frame of Sturm’s theory (cf. [55,
ch. 8, Theorem 1.2]), we find that

ϑn(t) ≥ ϑ(t), ∀ t ∈ Jε, (3.3.12)

if we choose ϑ(σ0) = ϑn(σ0). Consider now a fixed n ≥ N . Since un(t) ≥ R̃
for every t ∈ Jε, we must have

ϑn(t) ∈ ]0, π[, ∀ t ∈ Jε. (3.3.13)

On the other hand, by the choice of M > 0, we know that any non-negative
solution u(t) of (3.3.11) with u(σ0) > 0 must vanish at some point in ]σ0, τ0[
(see [55, ch. 8, Theorem 1.1]). Therefore, from ϑ(σ0) = ϑn(σ0) ∈ ]0, π[, we
conclude that there exists t∗ ∈ ]σ0, τ0[ such that ϑ(t∗) = π. By (3.3.12) we
have that ϑn(t∗) ≥ π, which contradicts (3.3.13).

By the arbitrary choice of J among the intervals I+
1 , . . . , I

+
m, for each

i = 1, . . . ,m we obtain the existence of a constant RI+i
> 0 such that

any non-negative solution u(t) of equation (3.3.9), with α ≥ 0, satisfies
maxt∈I+i

u(t) < RI+i
. Finally, let us fix a constant R > r0 (with r0 coming

from the first part of the proof) as in (3.2.10), so that R ≥ RI+i
for all

i = 1, . . . ,m.
Consider now a (maximal) interval J contained in [0, T ]\

⋃m
i=1 I

+
i where

a(t) ≤ 0. For simplicity in the exposition, we suppose that J lies between
two intervals I+

i where a(t) ≥ 0, so that J = ]τ ′, σ′[, with τ ′ ∈ I+
k and

σ′ ∈ I+
k+1.

Let u(t) be a non-negative solution of (3.3.9). For t ∈ J , equation (3.3.9)
reads as

u′′ + h(u)u′ + a(t)g(u) = 0

and therefore the auxiliary function Υ is non-decreasing on J . If u′(t∗) ≥ 0,
for some t∗ ∈ [τ ′, σ′[, then u′(t) ≥ 0 for all t ∈ [t∗, σ′], hence u(t∗) ≤ u(σ′) <
R (because σ′ belongs to some interval I+

i , where u(t) is bounded by R).
Similarly, if u′(t∗) ≤ 0, for some t∗ ∈ ]τ ′, σ′], then u′(t) ≤ 0 for all t ∈ [τ ′, t∗],
hence u(t∗) ≤ u(τ ′) < R (because τ ′ belongs to some interval I+

i ). Thus, we
easily deduce that u(t) < R for all t ∈ cl(J ) = [τ ′, σ′]. The same argument
can be easily adapted if J = [0, σ′[ or J = ]τ ′, T ] (with, respectively, σ′ ∈ I+

1

or τ ′ ∈ I+
m), using the T -periodic boundary conditions.

In this manner, we have found a constant R > r0 such that any non-
negative solution u(t) of (3.3.9), with α ≥ 0, satisfies

‖u‖∞ < R.
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This shows that the first part of (HR) is valid independently of the choice
of α0.

Now we fix α0 as in (3.2.11). It remains to verify that for α = α0 there
are no solutions u(t) of (3.3.9) with 0 ≤ u(t) ≤ R on [0, T ]. Indeed, if there
were, integrating on [0, T ] the differential equation and using the boundary
conditions, we obtain

α‖v‖L1 = α

∫ T

0
v(t) dt ≤

∫ T

0
|a(t)|g(u(t)) dt ≤ ‖a‖L1 max

0≤s≤R
g(s),

which leads to a contradiction with respect to the choice of α0. Thus (HR)
is verified.

Having verified (Hr) and (HR), the thesis follows from Theorem 3.1.1 with
Remark 3.1.1.
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Chapter 4
Neumann and periodic boundary
conditions: multiplicity results

In this chapter we continue the study of the Neumann and periodic
boundary value problems associated with indefinite equations, introduced
in Chapter 3, dealing with multiplicity results for positive solutions. Unlike
the previous chapter, now we prefer to focus our attention on the periodic
problem, in order to simplify our discussion and to state our theorems in
a form which is suitable for the subsequent application to the search of
subharmonic solutions (see Chapter 5). We stress that our results apply
also to Neumann boundary conditions.

Accordingly, we study the periodic boundary value problem associated
with the second order nonlinear differential equation

(Eµ) u′′ + cu′ +
(
a+(t)− µa−(t)

)
g(u) = 0,

where g(u) is a continuous function with superlinear growth at zero and at
infinity, a(t) is a T -periodic locally integrable sign-changing weight, c ∈ R
and µ > 0 is a real parameter. Notice that for c 6= 0 we lose the Hamiltonian
structure if we pass to the natural equivalent system in the phase-plane

u′ = y, y′ = −cy −
(
a+(t)− µa−(t)

)
g(u).

As main multiplicity result of this chapter, we prove the existence of
2m − 1 positive solutions when a(t) has m positive humps separated by m
negative ones (in a periodicity interval) and µ is sufficiently large. Hence, we
continue the investigation on the conjecture proposed by R. Gómez-Reñasco
and J. López-Gómez (for the Dirichlet boundary value problem), and finally
we give a complete solution to the problem raised by G. J. Butler in 1976,
too.

103
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The technique we employ in this chapter exploits and combines the ap-
proaches introduced in Chapter 1 and in Chapter 3. Particularly, as in
Chapter 3, since the linear differential operator u 7→ −u′′ − cu′ is not in-
vertible, our proofs are based on the extension of Mawhin’s coincidence
degree defined in open and possibly unbounded sets (cf. Appendix B). In
this manner, our results are stable with respect to small perturbations and,
for instance, we can also extend them to equations like

u′′ + cu′ + εu+
(
a+(t)− µa−(t)

)
g(u) = 0,

with |ε| < ε0, where ε0 is a sufficiently small constant depending on µ.

The plan of the chapter is as follows. In Section 4.1 we list the hy-
potheses on a(t) and on g(s) that we assume for the rest of the chapter
and we introduce an useful notation. Section 4.2 is devoted to the applica-
tion of coincidence degree theory to our problem. In more detail, we define
an equivalent operator problem and we present three technical lemmas es-
sential for the computation of the degree in the proof of our main result
(Theorem 4.3.1), which is stated and proved in Section 4.3. In Section 4.4
we present various consequences and applications of the main theorem, in-
cluding also a nonexistence result (cf. Corollary 4.4.5). Even if we focus
our main attention to the study of the periodic problem, in Section 4.5 we
observe that variants of our main results can be given for the Neumann prob-
lem. Therein we also provide an application to radially symmetric solutions
of PDEs on annular domains.

4.1 Setting and notation

In this section we present the main elements involved in the study of the
positive T -periodic solutions of the equation (Eµ). For µ > 0, we set

aµ(t) := a+(t)− µa−(t), t ∈ [0, T ].

The hypotheses that will follow will be assumed from now on in the chapter.
Let g : R+ → R+ be a continuous function such that

(g∗) g(0) = 0, g(s) > 0 for s > 0.

Suppose also that

(g1) g0 := lim sup
s→0+

g(s)

s
< +∞ and g∞ := lim inf

s→+∞

g(s)

s
> 0.

The weight coefficient a : R→ R is a locally integrable T -periodic func-
tion such that, in a time-interval of length T , there exists a finite number
of closed pairwise disjoint intervals where a(t) � 0, separated by closed in-
tervals where a(t) ≺ 0. In this case, thanks to the periodicity of a(t), we
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can suitably choose an interval [t0, t0 + T ], which we identify with [0, T ] for
notational convenience, such that the following condition (a∗) holds.

(a∗) There exist m ≥ 2 closed and pairwise disjoint intervals I+
1 , . . . , I

+
m

separated by m closed intervals I−1 , . . . , I
−
m such that

a(t) � 0 on I+
i , a(t) ≺ 0 on I−i ,

and, moreover,
m⋃
i=1

I+
i ∪

m⋃
i=1

I−i = [0, T ].

To explain this fact with an example, suppose that we take a(t) = cos(2t)
as a 2π-periodic function. In this case, on [0, 2π] we have three positive
humps and two negative ones. However, in order to enter the setting of (a∗)
and hence to look at the weight as a function with two positive humps sep-
arated by two negative ones in a time-interval of length 2π, we can choose
[t0, t0 + 2π], for t0 = 3π/4, as interval of periodicity. When, for conve-
nience in the exposition, we say that we work with the standard period
interval [0, 2π], we are in fact considering a shift of t0 of the weight function,
e.g. taking cos(2t+ 2t0) as effective coefficient. Clearly, this does not affect
our considerations as long as we are interested in 2π-periodic solutions. In
the same example, let us fix an integer k ≥ 2 and consider the coefficient
cos(2t + 2t0) = sin(2t) as a 2kπ-periodic function. In the period interval
[0, 2kπ] the weight has m = 2k intervals of positivity separated by 2k in-
tervals of negativity. We will consider again a similar example dealing with
subharmonic solutions in Chapter 5.

In the sequel, it will be not restrictive to label the intervals I+
i and I−i

following the natural order given by the standard orientation of the real line
and thus determine 2m+ 1 points

0 = σ1 < τ1 < σ2 < τ2 < . . . < σm−1 < τm−1 < σm < τm < σm+1 = T,

so that, for i = 1, . . . ,m,

I+
i := [σi, τi] and I−i := [τi, σi+1].

Finally, as in the previous chapters, consistently with assumption (a∗) and
without loss of generality, we select the points σi and τi in such a manner
that a(t) 6≡ 0 on all left neighborhoods of σi (for i > 1) and on all right
neighborhoods of τi. In other words, if there is an interval J contained in
[0, T ] where a(t) ≡ 0, we choose the points σi and τi so that J is contained
in one of the I+

i or J is contained in the interior of one of the I−i .
We denote by λi1, i = 1, . . . ,m, the first eigenvalue of the eigenvalue

problem in I+
i

ϕ′′ + cϕ′ + λa(t)ϕ = 0, ϕ|∂I+i = 0.
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From the assumptions on a(t) in I+
i , it clearly follows that λi1 > 0 for each

i = 1, . . . ,m.
We introduce some other useful notations. Let I ⊆ {1, . . . ,m} be a

subset of indices (possibly empty) and let d,D be two fixed positive real
numbers with d < D. Similarly to Section 1.3, we define two families of
open unbounded sets

ΩId,D :=

{
u ∈ C([0, T ]) : max

t∈I+i
|u(t)| < D, i ∈ I;

max
t∈I+i
|u(t)| < d, i ∈ {1, . . . ,m} \ I

} (4.1.1)

and

ΛId,D :=

{
u ∈ C([0, T ]) : d < max

t∈I+i
|u(t)| < D, i ∈ I;

max
t∈I+i
|u(t)| < d, i ∈ {1, . . . ,m} \ I

}
.

(4.1.2)

In the sequel, once the constants d and D are fixed, we simply use the
symbols ΩI and ΛI to denote ΩId,D and ΛId,D, respectively. See Figure 1.1

for the representations of the sets ΩId,D and ΛId,D when m = 2.

4.2 The abstract setting of the coincidence degree

In this section we apply the coincidence degree theory (see Appendix B)
to study the periodic problem associated with equation (Eµ). We follow the
same approach presented in [130].

Accordingly, let X := C([0, T ]) be the Banach space of continuous func-
tions u : [0, T ]→ R, endowed with the sup-norm

‖u‖∞ := max
t∈[0,T ]

|u(t)|,

and let Z := L1([0, T ]) be the space of integrable functions w : [0, T ] → R,
endowed with the norm

‖w‖L1 :=

∫ T

0
|w(t)| dt.

We consider the linear differential operator L : domL→ Z defined as

(Lu)(t) := −u′′(t)− cu′(t), t ∈ [0, T ],

where domL is determined by the functions of X which are continuously dif-
ferentiable with absolutely continuous derivative and satisfying the periodic
boundary condition

u(0) = u(T ), u′(0) = u′(T ). (4.2.1)
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Therefore, L is a Fredholm map of index zero, kerL and cokerL are made
up of the constant functions and

ImL =

{
w ∈ Z :

∫ T

0
w(t) dt = 0

}
.

As projectors P : X → kerL and Q : Z → cokerL associated with L we
choose the average operators

Pu = Qu :=
1

T

∫ T

0
u(t) dt.

Notice that kerP is given by the continuous functions with mean value zero.
Finally, let KP : ImL → domL ∩ kerP be the right inverse of L, which is
the operator that to any function w ∈ Z with

∫ T
0 w(t) dt = 0 associates the

unique solution u of

u′′ + cu′ + w(t) = 0, with

∫ T

0
u(t) dt = 0,

and satisfying the boundary condition (4.2.1).
Thereafter, on R2 we define the L1-Carathéodory function

f̃(t, s) :=

{
aµ(t)g(s), if s ≥ 0;

−s, if s ≤ 0;

and observe that f̃(t + T, s) = f̃(t, s) for a.e. t ∈ R and for all s ∈ R. Let
N : X → Z be the Nemytskii operator induced by f̃ , that is

(Nu)(t) := f̃(t, u(t)), t ∈ [0, T ].

According to the above positions, if u is a T -periodic solution of

u′′ + cu′ + f̃(t, u) = 0, (4.2.2)

then u|[0,T ] is a solution of the coincidence equation

Lu = Nu, u ∈ domL. (4.2.3)

Conversely, any solution u of (4.2.3) can be extended by T -periodicity to a
T -periodic solution of (4.2.2). Moreover, from the definition of f̃ and condi-
tions (g∗) and (g1), one can easily verify by a maximum principle argument
(cf. Lemma C.1.2) that if u 6≡ 0 is a solution of (4.2.3), then u(t) is strictly
positive and hence a positive T -periodic solution of (Eµ) (once extended by
T -periodicity to the whole real line).

As remarked in Appendix B, the operator equation (4.2.3) is equivalent
to the fixed point problem

u = Φu := Pu+QNu+KP (Id−Q)Nu, u ∈ X,
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where we have chosen the identity on R as linear orientation-preserving
isomorphism J from cokerL to kerL (both identified with R).

Now we are interested in computing the coincidence degree of L and N in
some open domains. For this purpose, we will consider some modifications
of (4.2.2) which correspond to operator equations of the form (4.2.3) for
the associated Nemytskii operators N . In the sequel we will also identify
the T -periodic solutions with solutions defined on [0, T ] and satisfying the
boundary condition (4.2.1). We also denote by L1

T the space of locally
integrable and T -periodic functions w : R→ R (which can be identified with
Z).

The subsequent two lemmas give conditions for the computation of the
degree on some open balls and are direct applications of Lemma B.2.1 and
Lemma B.2.3, respectively. We refer to the analogous result Theorem 3.1.1
for the standard proofs.

Lemma 4.2.1. Let µ > 0 be such that
∫ T

0 aµ(t) dt < 0. Assume that there
exists a constant d > 0 such that the following property holds.

(Hd) If ϑ ∈ ]0, 1] and u(t) is any non-negative T -periodic solution of

u′′ + cu′ + ϑaµ(t)g(u) = 0, (4.2.4)

then maxt∈[0,T ] u(t) 6= d.

Then
DL(L−N,B(0, d)) = 1.

Lemma 4.2.2. Assume that there exists a constant D > 0 such that the
following property holds.

(HD) There exist a non-negative function v ∈ L1
T with v 6≡ 0 and a constant

α0 > 0, such that every T -periodic solution u(t) ≥ 0 of the boundary
value problem

u′′ + cu′ + aµ(t)g(u) + αv(t) = 0, (4.2.5)

for α ∈ [0, α0], satisfies ‖u‖∞ 6= D. Moreover, there are no solutions
u(t) of (4.2.5) for α = α0 with 0 ≤ u(t) ≤ D, for all t ∈ R.

Then
DL(L−N,B(0, D)) = 0.

In order to achieve our multiplicity result, in Section 4.3 we will fix
d,D > 0 satisfying (Hd) and (HD), respectively, and compute the coinci-
dence degree in the open and unbounded sets ΛId,D, for I ⊆ {1, . . . ,m}. To
this aim the following lemma is of utmost importance (see Lemma 6.2.1 for
a similar statement). In the next result we consider again equation (4.2.5)
of the previous lemma.
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Lemma 4.2.3. Let J ⊆ {1, . . . ,m} be a nonempty subset of indices, let
d > 0 be a constant and v ∈ L1

T a non-negative nontrivial function, such
that the following properties hold.

(Ad,J ) If α ≥ 0, then any non-negative T -periodic solution u(t) of (4.2.5)
satisfies maxt∈I+j

u(t) 6= d, for all j ∈ J .

(Bd,J ) For every β ≥ 0 there exists a constant Dβ > d such that if α ∈
[0, β] and u(t) is any non-negative T -periodic solution of (4.2.5) with
maxt∈I+j

u(t) ≤ d, for all j ∈ J , then maxt∈[0,T ] u(t) ≤ Dβ.

(Cd,J ) There exists α0 > 0 such that equation (4.2.5), with α = α0, does not
have any non-negative T -periodic solution u(t) with maxt∈I+j

u(t) ≤ d,

for all j ∈ J .

Then

DL(L−N,Γd,J ) = 0,

where

Γd,J :=

{
u ∈ C([0, T ]) : max

t∈I+j
|u(t)| < d, j ∈ J

}
. (4.2.6)

Proof. According to the setting presented in the present section, conditions
(Ad,J ), (Bd,J ) and (Cd,J ) are equivalent to conditions (i), (ii) and (iii) of
Theorem B.2.1 with respect to the open set Ω := Γd,J . Therefore, the thesis
of Lemma 4.2.3 follows.

Remark 4.2.1. From a theoretical point of view, the choice of the set of
indices J with ∅ 6= J ⊆ {1, . . . ,m} is arbitrary. However, as we will see
in the next section, in the actual applications of Lemma 4.2.3 we shall take
J ( {1, . . . ,m} because, in our setting, the case J = {1, . . . ,m} will be
discussed in the frame of Lemma 4.2.1. C

4.3 The main multiplicity result

In this section we use all the tools just presented in the previous sections
to prove the following main result.

Theorem 4.3.1. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ > max
i=1,...,m

λi1.

Then there exists µ∗ > 0 such that for all µ > µ∗ equation (Eµ) has at least
2m − 1 positive T -periodic solutions.
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Remark 4.3.1. The 2m − 1 positive T -periodic solutions are obtained as
follows. Along the proof we provide two constants 0 < r < R (with r small
and R large) such that if µ > µ∗, given any nonempty set of indices I ⊆
{1, . . . ,m}, there exists at least one positive T -periodic solution uI ∈ ΛIr,R
of (Eµ). Namely, uI(t) is small for all t ∈ I+

i when i /∈ I, and, on the other
hand, r < uI(t) < R for some t ∈ I+

i when i ∈ I. We will also prove
that, when µ is sufficiently large, all these solutions are small in the I−i
intervals (see Section 4.3.5). Compare to the numerical example presented
in Figure 4.1. C

Remark 4.3.2. The assumption g0 = 0 in Theorem 4.3.1 can be slightly
improved to a condition of the form

g0 < λ∗,

where λ∗ is a positive constant which satisfies

0 < λ∗ < min
i=1,...,m

λi1.

A lower bound for λ∗ (although not sharp) is explicitly given by the con-
stant 1/K0 provided in (4.3.15) in Section 4.3.2 (see also Remark 4.3.5 for
more details). When c = 0 it is easy to check that 1/K0 is strictly less than
4/
(
|I+
i |
∫
I+i
a+(t) dt

)
(for all i = 1, . . . ,m), which are the constants corre-

sponding to the application of Lyapunov inequality to each of the intervals
of positivity (cf. [105, ch. XI]). C

4.3.1 General strategy and proof of Theorem 4.3.1

In this section, we describe the main steps that define the proof of The-
orem 4.3.1. The details can be found in the three following sections.

First of all, in Section 4.3.2, from g0 = 0 we fix a (small) constant r > 0
such that

η(r) := sup
0<s≤r

g(s)

s
(4.3.1)

is sufficiently small (cf. condition (4.3.15)). For this fixed r, we determine a
constant µr, with

µr > µ# :=

∫ T
0 a+(t) dt∫ T
0 a−(t) dt

, (4.3.2)

such that condition (Hr) of Lemma 4.2.1 is satisfied for every µ ≥ µr and
therefore

DL(L−N,B(0, r)) = 1. (4.3.3)

It is important to notice that, for the validity of (4.3.3), it is necessary to

take µ > µ# in order to have
∫ T

0 aµ(t) dt < 0.
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Figure 4.1: The figure shows an example of multiple positive solutions for the
T -periodic boundary value problem associated with (Eµ). For this numerical
simulation we have chosen I = [0, 1], c = 0, a(t) = sin(6πt), µ = 20 and
g(s) = max{0, 400 s arctan |s|}. Notice that the weight function a(t) has 3 posi-
tive humps. We show the graphs of the 7 positive T -periodic solutions of (Eµ).

As a second step, in Section 4.3.3, we show that there exists a constant
R∗, with 0 < r < R∗, such that, for any nontrivial function v ∈ L1([0, T ])
satisfying

v(t) ≥ 0 on
m⋃
i=1

I+
i , v(t) = 0 on

m⋃
i=1

I−i , (4.3.4)
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and for all α ≥ 0, it holds that any non-negative solution u(t) of (4.2.5) is
bounded by R∗, namely

max
t∈[0,T ]

u(t) < R∗. (4.3.5)

This result is proved using the lower bound of g∞ and the constant R∗ can
be chosen independently on the functions v(t) satisfying (4.3.4).

In this manner (for α = 0) we obtain also a priori bound for all non-
negative T -periodic solutions of (Eµ). Then, we verify that condition (HR)
of Lemma 4.2.2 is satisfied for all R ≥ R∗. Hence, we have

DL(L−N,B(0, R)) = 0, ∀R ≥ R∗. (4.3.6)

It is important to notice that, in order to prove (4.3.5) and consequently
(4.3.6), we only use information about a+(t). Hence R∗ can be chosen
independently on µ > 0.

Remark 4.3.3. Using the additivity property of the coincidence degree,
from (4.3.3) and (4.3.6), we reach the following equality

DL(L−N,B(0, R∗) \B[0, r]) = −1.

Then, we obtain the existence of at least a nontrivial solution u of (4.2.3),
provided that µ > µr. Using a standard maximum principle argument, it
is easy to prove that u is a positive T -periodic solution of (Eµ) (cf. Theo-
rem 3.2.1, Theorem 3.2.2 and also Remark 4.3.6). C

At this point, we fix a constant R with

0 < r < R∗ ≤ R

and, for all sets of indices I ⊆ {1, . . . ,m}, we consider the open and un-
bounded sets

ΩI := ΩIr,R and ΛI := ΛIr,R

introduced in (4.1.1) and in (4.1.2), respectively.
As a third step, we will prove that

DL(L−N,ΛI) 6= 0, for all I ⊆ {1, . . . ,m}. (4.3.7)

Before the proof of (4.3.7), we make the following observation which
plays a crucial role in various subsequent steps.

Remark 4.3.4. Writing equation (Eµ) as(
ectu′

)′
+ ectaµ(t)g(u) = 0,

we find that (ectu′(t))′ ≤ 0 for almost every t ∈ I+
i and (ectu′(t))′ ≥ 0 for

almost every t ∈ I−i (where u(t) ≥ 0 is any solution). Then, the map

t 7→ ectu′(t)
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is non-increasing on each I+
i and non-decreasing on each I−i . This property

replaces the convexity of u(t) on I−i , which is an obvious fact when c = 0.
For an arbitrary c ∈ R we can still preserve some convexity type properties.
In particular, for all i = 1, . . . ,m, we have that

max
t∈I−i

u(t) = max
t∈∂I−i

u(t) = max
{
u(τi), u(σi+1)

}
, (4.3.8)

which is nothing but a one-dimensional form of a maximum principle for the
differential operator L. We verify now this fact since this property, although
elementary, will be used several times in the sequel. Indeed, observe that
if u′(t∗) ≥ 0, for some t∗ ∈ [τi, σi+1[, then u′(t) ≥ 0 for all t ∈ [t∗, σi+1],
hence u(t∗) ≤ u(σi+1). Similarly, if u′(t∗) ≤ 0, for some t∗ ∈ ]τi, σi+1], then
u′(t) ≤ 0 for all t ∈ [τi, t

∗], hence u(t∗) ≤ u(τi). From these remarks, (4.3.8)
follows immediately. C

In order to prove (4.3.7), first of all we consider I = ∅. Accordingly, we
have that

DL(L−N,Ω∅) = DL(L−N,Λ∅) = DL(L−N,B(0, r)) = 1. (4.3.9)

The first identity in (4.3.9) is trivial from the definitions of the sets, since
Ω∅ = Λ∅. It is also obvious that B(0, r) ⊆ Ω∅. Conversely, let u be a
T -periodic solution of (4.2.2) belonging to Ω∅. By the maximum principle,
we know that u is a (non-negative) T -periodic solution of (Eµ). Moreover,
u(t) < r for all t ∈ I+

i , i = 1, . . . ,m. Then, from (4.3.8) we have that
u(t) < r for all t ∈ [0, T ]. (In the application of formula (4.3.8) we have
considered the interval I−m, as an interval between I+

m and I+
1 +T , by virtue

of the T -periodicity of the solution.) Finally, by the excision property of the
coincidence degree and (4.3.3), formula (4.3.9) follows.

Next, we consider a nonempty subset of indices I ( {1, . . . ,m}. In
Section 4.3.4, choosing d = r, J := {1, . . . ,m} \ I 6= ∅ and a nontrivial
function v ∈ L1([0, T ]) such that

v(t) � 0 on
⋃
i∈I

I+
i , v(t) = 0 otherwise, (4.3.10)

we verify that the three conditions of Lemma 4.2.3 hold, for µ sufficiently
large. In more detail, we provide a lower bound µ∗I > 0, with µ∗I independent
on α, such that condition (Ar,J ) is satisfied for all µ > µ∗I . Then, we fix an
arbitrary µ > µ∗I and show that conditions (Br,J ) and (Cr,J ) are satisfied
as well.

Since R is an upper bound for all the solutions of (4.2.5) (cf. (4.3.5)),
comparing the definitions (4.1.1) and (4.2.6), we see that u ∈ ΩI if and only
if u ∈ Γr,J , for each solution u. Hence, applying the excision property of
the coincidence degree and Lemma 4.2.3, we obtain

DL(L−N,ΩI) = DL(L−N,Γr,J ) = 0, for all ∅ 6= I ( {1, . . . ,m}.
(4.3.11)
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Using again (4.3.8) in Remark 4.3.4 and arguing as above for r, we can
check that R is an a priori bound for the solutions on the whole domain. In
this manner, by (4.3.6), if I = {1, . . . ,m} we obtain

DL(L−N,ΩI) = DL(L−N,B(0, R)) = 0.

In conclusion, putting together this latter relation with (4.3.11), we find
that

DL(L−N,ΩI) = 0, for all ∅ 6= I ⊆ {1, . . . ,m}. (4.3.12)

Finally, we define

µ∗ := µr ∨max
{
µ∗I : ∅ 6= I ⊆ {1, . . . ,m}

}
,

where, as usual, “∨” denotes the maximum between two numbers. As a
byproduct of the proof of (AJ ,r) in Section 4.3.4 (for α = 0) we also have
that for each µ > µ∗ the degree DL(L − N,ΛI) is well-defined for all I ⊆
{1, . . . ,m} (technically, the matter is to observe that for µ sufficiently large
the are no T -periodic solutions touching the level r on some intervals I+

i ).

At this point, following the same inductive argument as in proving
Lemma 1.3.1, we easily obtain the following result.

Lemma 4.3.1. Let I ⊆ {1, . . . , n} be a set of indices. Suppose that for all
J ⊆ I the coincidence degree is defined on the sets ΛJ and ΩJ , with

DL(L−N,Ω∅) = DL(L−N,Λ∅) = 1

and

DL(L−N,ΩJ ) = 0, ∀ ∅ 6= J ⊆ I.

Then

DL(L−N,ΛI) = (−1)#I .

Therefore, from (4.3.9) and (4.3.12), we have that

DL(L−N,ΛI) = (−1)#I , for all I ⊆ {1, . . . ,m},

holds for each µ > µ∗. In this manner, (4.3.7) is verified.

In conclusion, since the coincidence degree is non-zero in each ΛI , there
exists a solution u ∈ ΛI of (4.2.3), for all I ⊆ {1, . . . ,m}. Notice that
0 /∈ ΛI for all ∅ 6= I ⊆ {1, . . . ,m}. As remarked in Section 4.2, by a
maximum principle argument, for I 6= ∅ the solution u ∈ ΛI of (4.2.3) is a
positive T -periodic solution of (Eµ). Moreover, by (4.3.8), we also deduce
that ‖u‖∞ < R. At this moment, we can summarize what we have proved
as follows.
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For each nonempty set of indices I ⊆ {1, . . . ,m}, there exists
at least a T -periodic solution uI of (Eµ) with uI ∈ ΛI and such
that 0 < uI(t) < R for all t ∈ R.

Finally, since the number of nonempty subsets of a set with m elements is
2m − 1 and the sets ΛI are pairwise disjoint, we conclude that there are at
least 2m−1 positive T -periodic solutions of (Eµ). The thesis of Theorem 4.3.1
follows.

Having already outlined the scheme of the proof, we provide now all the
missing technical details.

4.3.2 Proof of (Hr) for r small

In this section we find a sufficiently small real number r > 0 such that
(Hr) is satisfied for all µ large enough.

Let us start by introducing some constants that are crucial for our next
estimates. Define

Ki := ‖a+‖L1(I+i )e
|c||I+i |, i = 1 . . . ,m, (4.3.13)

and

K0 := 2 max
i=1,...,m

Ki

(
|I+
i |+ e|c||I

−
i ||I−i |

)
. (4.3.14)

By (g∗) and g0 = 0, we know that η(s) → 0+ as s → 0+ (where η(s) is
defined in (4.3.1)). So, we fix r > 0 such that

η(r) <
1

K0
. (4.3.15)

Then, we fix a positive constant µr > µ# such that

µr >
K0 e

|c||I−i |∫ σi+1

τi

∫ t
τi
a−(ξ) dξ dt

η(r)

γ(r)
, for all i = 1, . . . ,m, (4.3.16)

where we have set

γ(r) := min
r
2
≤s≤r

g(s)

s
.

We verify that condition (Hd) of Lemma 4.2.1 is satisfied for d = r,
chosen as in (4.3.15), and for all µ ≥ µr. Accordingly, we claim that there
is no non-negative solution u(t) of (4.2.4), for some ϑ ∈ ]0, 1] and µ ≥ µr,
with ‖u‖∞ = r.

Arguing by contradiction, let us suppose that, for some ϑ and µ with
0 < ϑ ≤ 1 and µ ≥ µr, there exists a T -periodic solution u(t) of

u′′(t) + cu′(t) + ϑaµ(t)g(u(t)) = 0, (4.3.17)
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with 0 ≤ u(t) ≤ maxt∈[0,T ] u(t) = r. Reasoning as in Remark 4.3.4, we
observe that the solution u(t) in the interval of non-positivity attains its
maximum at an endpoint. Thus, there is an index j ∈ {1, . . . ,m} such that

r = max
t∈[0,T ]

u(t) = max
t∈I+j

u(t) = u(t̂j), for some t̂j ∈ I+
j = [σj , τj ].

Next, we notice that u′(t̂j) = 0. Indeed, if u′(t) 6= 0 for all t ∈ I+
j such that

u(t) = r, then t = σj or t = τj . If t = τj , then u′(τj) > 0 and, since the map
t 7→ ectu′(t) is non-decreasing on I−j (cf. Remark 4.3.4), we have u′(t) ≥
u′(τj)e

c(τj−t) > 0, for all t ∈ I−j . Then we obtain r = u(τj) < u(σj+1),
a contradiction with respect to ‖u‖∞ = r. If t = σj , one can obtain an
analogous contradiction considering the interval I−j−1 (if j = 1, we deal with

I−m − T , by T -periodicity).
Writing (4.3.17) on I+

j as(
ectu′(t)

)′
= −ϑa+(t)g(u(t))ect,

integrating between t̂j and t and using u′(t̂j) = 0, we obtain

u′(t) = −ϑ
∫ t

t̂j

a+(ξ)g(u(ξ))ec(ξ−t) dξ, ∀ t ∈ I+
j .

Hence,

‖u′‖L∞(I+j ) ≤ ϑ‖a
+‖L1(I+j )η(r)re|c||I

+
j | = ϑKjη(r)r. (4.3.18)

We conclude that

r ≥ u(τj) = u(t̂j) +

∫ τj

t̂j

u′(ξ) dξ ≥ r
(
1− ϑKjη(r)|I+

j |
)
. (4.3.19)

Now we consider the subsequent (adjacent) interval I−j = [τj , σj+1] where

the weight is non-positive. Since (as just remarked) the map t 7→ ectu′(t) is
non-decreasing on I−j , we have ectu′(t) ≥ ecτju′(τj), for all t ∈ I−j . Therefore,
recalling also (4.3.18), we get

u′(t) ≥ ec(τj−t)u′(τj) ≥ −e|c||I
−
j |ϑKjη(r)r, ∀ t ∈ I−j .

Integrating on [τj , t] ⊆ I−j and using (4.3.19), we have that

r ≥ u(t) ≥ u(τj)− |I−j |e
|c||I−j |ϑKjη(r)r

≥ r
(

1− ϑKj

(
|I+
j |+ |I

−
j |e
|c||I−j |

)
η(r)

)
≥ r
(

1− ϑK0

2
η(r)

)
≥ r
(

1− ϑ

2

)
≥ r

2

(4.3.20)
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holds for all t ∈ I−j . Writing (4.3.17) on I−j as(
ectu′(t)

)′
= µϑa−(t)g(u(t))ect

and integrating on [τj , t] ⊆ I−j , we have

u′(t) = ec(τj−t)u′(τj) + µϑ

∫ t

τj

a−(ξ)g(u(ξ))ec(ξ−t) dξ, ∀ t ∈ I−j .

Then, using (4.3.18) and recalling the definition of γ(r), we find

u′(t) ≥ ϑr
(
−e|c||I

−
j |Kjη(r) +

1

2
µγ(r)e−|c||I

−
j |
∫ t

τj

a−(ξ) dξ

)
, ∀ t ∈ I−j .

Finally, integrating on I−j , we obtain

u(σj+1) = u(τj) +

∫ σj+1

τj

u′(ξ) dξ

≥ r
(

1− ϑKjη(r)|I+
j | − ϑ|I

−
j |e
|c||I−j |Kjη(r)

+ µ
ϑ

2
γ(r)e−|c||I

−
j |
∫ σj+1

τj

∫ t

τj

a−(ξ) dξ dt

)
> r,

a contradiction with respect to the choice of µ ≥ µr (cf. (4.3.16)).

Remark 4.3.5. From the proof it is clear that we do not really need that
g0 = 0, but we only use the fact that r > 0 can be chosen so that (4.3.15)
is satisfied. Accordingly, our result is still valid if we assume that g0 is
sufficiently small. Clearly, some smallness condition on g0 has to be required
for the validity of our estimates. Indeed, the same argument of the proof
(if applied to g(s) = λs) shows that 1/K0 must be strictly less to all the
first eigenvalues λi1 as well as to all the first eigenvalues of the Dirichlet-
Neumann problems (or focal point problems) relative to the intervals I+

i . As
a consequence, we could slightly improve condition g0 = 0 of Theorem 4.3.1
to an assumption of the form g0 < λ∗, where the optimal choice for λ∗
would be that of a suitable positive constant satisfying λ∗ < mini λ

i
1 (as well

as other similar conditions). The constant 1/K0 found in the proof could
be improved by choosing a smaller value for K0 in (4.3.14). Indeed, note
that the factor 2 in (4.3.14) corresponds to the lower bound u(t) ≥ r/2 in
(4.3.20). We do not investigate further this aspect as it is not prominent for
our results. Technical estimates related to Lyapunov type inequalities and
lower bounds for the first eigenvalue of Dirichlet-Neumann problems with
weights have been studied, for instance, in [45, 74, 156]. C
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Remark 4.3.6. We stress that in the above proof we have used only the
continuity of g(s) (near s = 0), condition (g∗) and the hypothesis g0 = 0. In
Chapter 3, we have obtained the existence of at least a T -periodic solution of
equation (Eµ), proving the existence of an r > 0 small such that (Hd) holds
for all 0 < d ≤ r, provided that the mean value of the weight is negative.
In our case, such condition on the weight is equivalent to µ > µ#, which is
a better condition than µ ≥ µr given here in our proof. However, in order
to use a weaker assumption on the weight, in Chapter 3 we have to require
a stronger hypothesis on the nonlinearity g(s) near zero. In particular, we
have to suppose that g(s) is regularly oscillating at zero (cf. Theorem 3.2.1)
or that g(s) is continuously differentiable on a right neighborhood of s = 0
(cf. Theorem 3.2.2).

With regard to this topic, we observe that even if we have proved the
existence of a sufficiently small r such that (Hr) holds, we can also verify
that (Hd) holds for all 0 < d ≤ r under supplementary assumptions on g(s)
near zero. For instance, this claim can be proved if we suppose that g(s)
satisfies

lim inf
s→0+

g(σs)

g(s)
> 0, for all σ > 1,

(cf. (4.3.16)). The above hypothesis is also called a lower σ-condition at
zero and it is dual with respect to the more classical ∆2-condition at infinity
considered in the theory of Orlicz-Sobolev spaces (cf. [2, ch. VIII]). We refer
to [5, 70] for a discussion about these ones and related growth assumptions
at infinity, as well as for a comparison between different Karamata type
conditions. C

4.3.3 The a priori bound R∗

Consider an arbitrary function v ∈ L1([0, T ]) as in (4.3.4). For example,
as v(t) we can take the indicator function of the set

A :=
m⋃
i=1

I+
i .

We will show that there exists R∗ > 0 such that, for each α ≥ 0, every
non-negative T -periodic solution u(t) of (4.2.5) satisfies maxt∈A u(t) < R∗.

First of all, for each i = 1, . . . ,m, we look for a bound Ri > 0 such that
any non-negative T -periodic solution u(t) of (4.2.5), with α ≥ 0, satisfies

max
t∈I+i

u(t) < Ri. (4.3.21)

Let us fix i ∈ {1, . . . ,m}. Let 0 < ε < (τi − σi)/2 be fixed such that

a(t) 6≡ 0 on [σi + ε, τi − ε] ⊆ I+
i
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and the first (positive) eigenvalue λ̂ of the eigenvalue problem{
ϕ′′ + cϕ′ + λ a(t)ϕ = 0

ϕ(σi + ε) = ϕ(τi − ε) = 0

satisfies
g∞ > λ̂.

For notational convenience, we set σε := σi+ε and τε := τi−ε. The existence
of ε is ensured by the continuity of the first eigenvalue as a function of the
boundary points and by hypothesis g∞ > λi1.

We fix a constant M > 0 such that

g∞ > M > λ̂.

It follows that there exists a constant R̃ = R̃(M) > 0 such that

g(s) > Ms, ∀ s ≥ R̃.

Arguing as in Section 3.3.2, we have that

u′(t) ≤ u(t)
e|c|T

ε
, for all t ∈ [σε, τi] such that u′(t) ≥ 0;

|u′(t)| ≤ u(t)
e|c|T

ε
, for all t ∈ [σi, τε] such that u′(t) ≤ 0.

(4.3.22)

To prove (4.3.22), we note that the result is trivial if u′(t) = 0. Then, we
deal separately with the cases u′(t) > 0 and u′(t) < 0. Let us fix t ∈ [σε, τi]
with u′(t) > 0. Since the map ξ 7→ ecξu′(ξ) is non-increasing on I+

i , we find
that

u′(ξ) ≥ u′(t)ec(t−ξ), ∀ ξ ∈ [σi, t].

Integrating on [σi, t], we obtain

u(t) ≥ u(t)− u(σi) ≥ u′(t)e−|c|(t−σi)(t− σi) ≥ u′(t)e−|c|T ε

and therefore the first inequality follows. If t ∈ [σi, τε] and u′(t) < 0, we
obtain the second inequality in (4.3.22), after an integration on [t, τi]. Hence,
(4.3.22) is proved.

We are ready now to prove (4.3.21). By contradiction, suppose there is
not a constant Ri > 0 with the properties listed above. So, for each integer
n > 0 there exists a solution un ≥ 0 of (4.2.5) with maxt∈I+i

un(t) =: R̂n > n.

For each n > R̃ we take t̂n ∈ I+
i such that un(t̂n) = R̂n and let ]ςn, ωn[ ⊆ I+

i

be the intersection with ]σi, τi[ of the maximal open interval containing t̂n
and such that un(t) > R̃ for all t ∈ ]ςn, ωn[. We fix an integer N such that

N > R̃+
R̃ Te2|c|T

ε
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and we claim that ]ςn, ωn[ ⊇ [σε, τε], for each n ≥ N . Suppose by contra-
diction that σε ≤ ςn. In this case, we find that un(ςn) = R̃ and u′n(ςn) ≥ 0.
Moreover, u′n(ςn) ≤ R̃e|c|T /ε. Using the monotonicity of t 7→ ectu′(t),
we get ectu′(t) ≤ ecςnu′(ςn) for every t ∈ [ςn, t̂n] and therefore we find
u′(t) ≤ R̃e2|c|T /ε for every t ∈ [ςn, t̂n]. Finally, an integration on [ςn, t̂n]
yields

n < R̂n = un(t̂n) ≤ R̃+
R̃ Te2|c|T

ε
,

hence a contradiction, since n ≥ N . A symmetric argument provides a
contradiction if we suppose that ωn ≤ τε. This proves the claim.

So, we can fix an integer N > R̃ such that un(t) > R̃ for every t ∈ [σε, τε]
and n ≥ N . The function un(t), being a solution of equation (4.2.5) or
equivalently of (

ectu′
)′

+ ect
(
aµ(t)g(u) + αv(t)

)
= 0,

satisfies {
u′n(t) = e−ctyn(t)

y′n(t) = −ect
(
aµ(t)g(un(t)) + αv(t)

)
.

Via a Prüfer transformation, we pass to the polar coordinates

ectu′n(t) = rn(t) cosϑn(t), un(t) = rn(t) sinϑn(t),

and obtain, for every t ∈ [σε, τε], that

ϑ′n(t) = e−ct cos2 ϑn(t) +
ect
(
a+(t)g(un(t)) + αv(t)

)
un(t)

sin2 ϑn(t)

≥ e−ct cos2 ϑn(t) + ectMa+(t) sin2 ϑn(t).

We also consider the linear equation(
ectu′

)′
+ ectMa+(t)u = 0 (4.3.23)

and its associated angular coordinate ϑ(t) (via the Prüfer transformation),
which satisfies

ϑ′(t) = e−ct cos2 ϑ(t) + ectMa+(t) sin2 ϑ(t).

Note also that the angular functions ϑn and ϑ are non-decreasing in [σε, τε].
Using a classical comparison result in the frame of Sturm’s theory (cf. [55,
ch. 8, Theorem 1.2]), we find that

ϑn(t) ≥ ϑ(t), ∀ t ∈ [σε, τε], (4.3.24)

if we choose ϑ(σε) = ϑn(σε). Consider now a fixed n ≥ N . Since un(t) ≥ R̃
for every t ∈ [σε, τε], we must have

ϑn(t) ∈ ]0, π[, ∀ t ∈ [σε, τε]. (4.3.25)
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On the other hand, by the choice of M > 0, we know that any non-negative
solution u(t) of (4.3.23) with u(σε) > 0 must vanish at some point in ]σε, τε[
(see [55, ch. 8, Theorem 1.1]). Therefore, from ϑ(σε) = ϑn(σε) ∈ ]0, π[, we
conclude that there exists t∗ ∈ ]σε, τε[ such that ϑ(t∗) = π. By (4.3.24) we
have that ϑn(t∗) ≥ π, which contradicts (4.3.25).

We conclude that for each i = 1, . . . ,m there is a constant Ri > 0
such that any non-negative T -periodic solution u(t) of (4.2.5), with α ≥ 0,
satisfies maxt∈I+i

u(t) < Ri.

Now we can take as R∗ any constant such that R∗ > r (with r as in
Section 4.3.2) and

R∗ ≥ Ri, for all i = 1, . . . ,m. (4.3.26)

Thus maxt∈A u(t) < R∗ is proved. Notice that R∗ does not depend on v(t)
and on µ, since for the constants Ri we have used only information about
a+(t).

Finally, using (4.3.8) in Remark 4.3.4 and reasoning as in the proof of
(4.3.9) (we just need to repeat verbatim the same argument, by replacing r
with R∗), we can check that R∗ is an a priori bound for the solutions on the
whole domain. In this manner (4.3.5) is proved.

Remark 4.3.7. If c = 0 in equation (4.2.5), the existence of the upper
bound R∗ can be obtained in a different manner, still using a Sturm com-
parison argument (see the proof of Lemma 1.1.3 and Remark 1.1.1). C

Remark 4.3.8. A careful reading of the proof of the a priori bound shows
that the inequality u(t) < R∗ for all t ∈ [0, T ] has been proved independently
on the assumption of T -periodicity of u(t). Hence, the same a priori bound
on [0, T ] is valid for any non-negative solution u(t) of (Eµ), with u(t) defined
on an interval containing [0, T ]. We claim now that the following stronger
property holds.

If w(t) is a non-negative solution of (Eµ) (not necessarily peri-
odic), then

w(t) < R∗, ∀ t ∈ R.

To check this assertion, suppose by contradiction that there exists t∗ ∈ R
such that w(t∗) ≥ R∗. Let also ` ∈ Z be such that t∗ ∈ [`T, (` + 1)T ].
In this case, thanks to the T -periodicity of the weight coefficient aµ(t), the
function u(t) := w(t + `T ) is still a (non-negative) solution of (Eµ) with
maxt∈[0,T ] u(t) ≥ u(t∗ − `T ) = w(t∗) ≥ R∗, a contradiction with respect to
the previous established a priori bound of u(t) on [0, T ]. C

Verification of (HR) for R ≥ R∗. We have found a constant R∗ > r
such that any non-negative solution u(t) of (4.2.5), with α ≥ 0, satisfies
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‖u‖∞ < R∗. Then, for R ≥ R∗, the first part of (HR) is valid independently
of the choice of α0.

Let α0 > 0 be fixed such that

α0 >
µ‖a−‖L1 max0≤s≤R g(s)

‖v‖L1

.

We verify that for α = α0 there are no T -periodic solutions u(t) of (4.2.5)
with 0 ≤ u(t) ≤ R on [0, T ]. Indeed, if there were, integrating on [0, T ] the
differential equation and using the boundary conditions, we obtain

α‖v‖L1 = α

∫ T

0
v(t) dt = −

∫ T

0
aµ(t)g(u(t)) dt ≤ µ‖a−‖L1 max

0≤s≤R
g(s),

which leads to a contradiction with respect to the choice of α0. Thus (HR)
is verified for all R ≥ R∗.

4.3.4 Checking the assumptions of Lemma 4.2.3 for µ large

Let I ( {1, . . . ,m} be a nonempty subset of indices and let r > 0 be as in
Section 4.3.2, in particular r satisfies (4.3.15). Set d = r, J := {1, . . . ,m}\I
and let v ∈ L1([0, T ]) be an arbitrary nontrivial function satisfying (4.3.10).
For example, as v(t) we can take the indicator function of the set

⋃
i∈I I

+
i .

In this section we verify that (AJ ,r), (BJ ,r) and (CJ ,r) (of Lemma 4.2.3)
hold for µ sufficiently large.

Verification of (AJ ,r). Let α ≥ 0. We claim that there exists µ∗I > 0
such that for µ > µ∗I any non-negative T -periodic solution u of (4.2.5), or
equivalently of (

ectu′
)′

+ ect
(
aµ(t)g(u) + αv(t)

)
= 0, (4.3.27)

is such that maxt∈I+i
u(t) 6= r, for all i /∈ I.

By contradiction, suppose that there is a solution u(t) of (4.2.5) with

max
t∈I+j

u(t) = r, for some index j ∈ J . (4.3.28)

Let t̂j ∈ I+
j = [σj , τj ] be such that u(t̂j) = r. If t̂j = τj , then clearly u(τj) = r

and u′(τj) ≥ 0. If t̂j = σj , then u(σj) = r and u′(σj) ≤ 0. Suppose now that
σj < t̂j < τj . By conditions (a∗) and (4.3.10), the solution u(t) satisfies the
following initial value problem on I+

j
(
ectu′

)′
+ ecta+(t)g(u) = 0

u(t̂j) = r

u′(t̂j) = 0.
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Then, we have

u′(t) = −
∫ t

t̂j

ec(ξ−t)a+(ξ)g(u(ξ)) dξ, ∀ t ∈ I+
j ,

and hence, recalling (4.3.13) and (4.3.15), we obtain this a priori bound for
|u′(t)| on I+

j :

|u′(t)| ≤ e|c||I
+
j |‖a+‖L1(I+j )η(r)r ≤ Kj

r

2Kj |I+
j |

=
r

2|I+
j |
, ∀ t ∈ I+

j .

Therefore, the following inequality holds

u(τj) = u(t̂j) +

∫ τj

t̂j

u′(t) dt ≥ r − |I+
j |

r

2|I+
j |

=
r

2
.

Thus we have a lower bound for u(τj).
As a first case, suppose that σj < t̂j ≤ τj . Above, we have proved that

u(τj) ≥
r

2
and u′(τj) ≥ −

r

2|I+
j |

(4.3.29)

(this is also true in a trivial manner if t̂j = τj). By the initial convention in
Section 4.1 about the selection of the points σi and τi in order to separate the
intervals of positivity and negativity, we know that a(t) ≺ 0 on every right
neighborhood of τj . Accordingly, we can fix δ+

j > 0, with 0 < δ+
j < σj+1−τj ,

such that

δ+
j e
|c|δ+j <

|I+
j |
2

(4.3.30)

and a(t) ≺ 0 on [τj , τj + δ+
j ] ⊆ I−j . Since t 7→ ectu′(t) is non-decreasing on

I−j , we have

u′(t) ≥ ec(τj−t)u′(τj) ≥ −e|c|δ
+
j

r

2|I+
j |
, ∀ t ∈ [τj , τj + δ+

j ],

then

u(t) = u(τj) +

∫ t

τj

u′(ξ) dξ ≥ r

2
− δ+

j e
|c|δ+j r

2|I+
j |

>
r

4
, ∀ t ∈ [τj , τj + δ+

j ].

We deduce that
r

4
< u(t) ≤ R∗ on [τj , τj + δ+

j ],

where R∗ is the upper bound defined in Section 4.3.3.
Let us fix

γ := min
r
4
≤s≤R∗

g(s) > 0. (4.3.31)
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We prove that for µ > 0 sufficiently large maxt∈[τj ,τj+δ
+
j ] u(t) > R∗ (which

is a contradiction to the upper bound for u(t)).
Note that for t ∈ [τj , τj + δ+

j ] ⊆ I−j , equation (4.3.27) reads as(
ectu′(t)

)′
= µecta−(t)g(u(t)).

Hence, for all t ∈ [τj , τj + δ+
j ] we have

u′(t) = ec(τj−t)u′(τj) +

∫ t

τj

µec(ξ−t)a−(ξ)g(u(ξ)) dξ

≥ −e|c|δ
+
j

r

2|I+
j |

+ µe−|c|δ
+
j γ

∫ t

τj

a−(ξ) dξ,

then

u(t) = u(τj) +

∫ t

τj

u′(ξ) dξ

≥ r

2
− δ+

j e
|c|δ+j r

2|I+
j |

+ µe−|c|δ
+
j γ

∫ t

τj

(∫ s

τj

a−(ξ) dξ

)
ds

>
r

4
+ µe−|c|δ

+
j γ

∫ t

τj

(∫ s

τj

a−(ξ) dξ

)
ds.

Therefore, for t = τj + δ+
j we get

R∗ ≥ u(τj + δ+
j ) ≥ µe−|c|δ

+
j γ

∫ τj+δ
+
j

τj

(∫ s

τj

a−(ξ) dξ

)
ds.

This gives a contradiction if µ is sufficiently large, say

µ > µ+
j :=

R∗ e|c|δ
+
j

γ
∫ τj+δ+j
τj

(∫ s
τj
a−(ξ) dξ

)
ds
, (4.3.32)

recalling that
∫ t
τj
a−(ξ) dξ > 0 for each t ∈ ]τj , σj+1].

As a second case, if t̂j = σj , we consider the interval I−j−1 (if j = 1, we

deal with I−m−T , by T -periodicity). We define δ−j in a similar manner, using
the fact that a(t) is not identically zero on all left neighborhoods of σj . We
obtain a contradiction for

µ > µ−j :=
R∗ e|c|δ

−
j

γ
∫ σj
σj−δ−j

(∫ σj
s a−(ξ) dξ

)
ds
. (4.3.33)

At the end, we define
µ∗I := max

j /∈I
µ±j

and we obtain a contradiction if µ > µ∗I . Hence condition (AJ ,r) is verified.
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Remark 4.3.9. We emphasize the fact that the constant µ∗I is chosen in-
dependently on the solution u(t) for which we have made the estimates. In
fact, the numbers µ±j depend only on absolute constants, like R∗, γ (de-

pending only on g(s)), the constants δ±j defined as in (4.3.30) and, finally,
the integrals of the negative part of the weight function. Observe also that,
in order to have non-vanishing denominators in the definition of the µ±j , we
had to be sure that a(t) ≺ 0 on each right neighborhood of τj as well as on
each left neighborhood of σj , consistently with the choice we made at the
beginning. C

Remark 4.3.10. A careful reading of the above proof shows that the result
does not involve the periodicity of the function u(t), since we have only
analyzed the behavior of the solution on an interval of positivity of the
weight and on the adjacent intervals of negativity. Indeed, we claim that
the following result holds.

There exists a constant µ∗ > 0 such that, for every µ > µ∗,
any non-negative solution w(t) of (Eµ) (not necessarily periodic),
with w(t) < R∗ for all t ∈ R, is such that

max
{
w(t) : t ∈ I+

i + `T
}
6= r, ∀ i ∈ {1, . . . ,m}, ∀ ` ∈ Z.

To check this assertion, we proceed by contradiction, assuming that there ex-
ist i ∈ {1, . . . ,m} and ` ∈ Z such that max

{
w(t) : t ∈ I+

i +`T
}

= r. Thanks
to the T -periodicity of the weight coefficient aµ(t), the function u(t) :=
w(t + `T ) is still a (non-negative) solution of (Eµ) with maxt∈I+i

u(t) = r.

So, we are in the same situation like at the beginning of the verification of
(AJ ,r) (cf. (4.3.28)). From now on, we proceed exactly the same as in that
proof and obtain a contradiction with respect to the bound u(t) < R∗ (for
all t) taking µ > max{µ+

i , µ
−
i }. Hence the result is proved for µ sufficiently

large, namely µ > maxi µ
±
i . C

Now, we fix µ > µ∗I and we prove that conditions (BJ ,r) and (CJ ,r) hold
(independently of the coefficient µ previously fixed).

Verification of (BJ ,r). Let u(t) be any non-negative T -periodic solution
of (4.2.5) with maxt∈I+j

u(t) ≤ r, for all j ∈ J . Notice that R∗ is an upper

bound for all the solutions of (4.2.5) and R∗ is independent on the functions
v ∈ L1([0, T ]) satisfying (4.3.4) (and hence (4.3.10)). So condition (BJ ,r) is
verified with Dβ = R∗, for every β ≥ 0.

Verification of (CJ ,r). Recalling the choice of v(t) in (4.3.10), we take an
index i ∈ I = {1, . . . ,m} \ J such that v 6≡ 0 on I+

i and we also fix ε > 0
such that

v(t) 6≡ 0 on [σi + ε, τi − ε].
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We claim that (CJ ,r) is satisfied for α0 such that

α0 >
R∗∫ τi+ε

σi+ε
v(t) dt

(
2e|c|T

ε
+ |c|

)
.

To prove our assertion, first of all we observe that if u(t) is any non-
negative solution of (4.2.5), then

|u′(t)| ≤ u(t)
e|c|T

ε
, ∀ t ∈ [σi + ε, τi − ε]. (4.3.34)

Such inequality has been already proved and used in Section 4.3.3 (see the
inequalities in (4.3.22)).

Let u(t) be a non-negative T -periodic solution of (4.2.5), which reads as

αv(t) = −u′′ − cu′ − a+(t)g(u)

on the interval I+
i . Recall also that ‖u‖∞ < R∗ (cf. (4.3.5)). Integrating the

equation on [σi + ε, τi − ε], for α = α0, we obtain

α0

∫ τi−ε

σi+ε
v(t) dt =

= u′(σi + ε)− u′(τi − ε) + c
(
u(σi + ε)− u(τi − ε)

)
−
∫ τi−ε

σi+ε
a+(t)g(u(t)) dt

≤ 2
R∗

ε
e|c|T + |c|R∗ < α0

∫ τi−ε

σi+ε
v(t) dt,

a contradiction. Hence (CJ ,r) is verified.

Remark 4.3.11. Note that for the verification of (BJ ,r) and (CJ ,r) the
small constant r has no played any relevant role. In fact, we used only
the information about the existence of the a priori bound R∗ obtained in
Section 4.3.3. C

In conclusion, all the assumptions of Lemma 4.2.3 have been verified for a
fixed r and for µ > µ∗I .

4.3.5 A posteriori bounds

Let I ⊆ {1, . . . ,m} be a nonempty subset of indices and let r and R be
fixed as explained in Section 4.3.1. Theorem 4.3.1 ensures the existence of
at least a T -periodic positive solution u(t) of (Eµ) with u ∈ ΛIr,R. In more

detail, the solution u(t) is such that r < u(t̂i) < R for some t̂i ∈ I+
i , if i ∈ I,

and 0 < u(t) < r for all t ∈ I+
i , if i /∈ I.

As premised in Remark 4.3.1, in this section we prove that, for µ suffi-
ciently large, it holds that 0 < u(t) < r also on the non-positivity intervals
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I−i . First of all, by (4.3.8), we observe that the solution u(t) in the interval of
non-positivity attains its maximum at an endpoint. Therefore it is sufficient
to show that

u(σi) < r and u(τi) < r, for all i = 1, . . . ,m.

If i /∈ I, there is nothing to prove, because u(t) < r on I+
i = [σi, τi]. Let us

deal with the case i ∈ I and, by contradiction, suppose that

u(τi) ≥ r.

Proceeding as in Section 4.3.4, one can prove that

u′(τi) ≥ −Ki max
0≤s≤R∗

g(s)

and hence (using estimates analogous to those following after (4.3.29)) that
there exists δ+

i > 0 such that, for t = τi + δ+
i ∈ I

−
i and µ sufficiently large,

we obtain
u(τi + δ+

i ) ≥ R∗,

a contradiction.
A similar argument generates a contradiction also assuming u(σi) ≥ r,

for i ∈ I.

Finally, repeating again the argument in Section 4.3.4, we can also check
that if u(t) = uµ(t) is a positive T -periodic solution of (Eµ) (belonging to a
set of the form ΛIr,R), then, for µ→ +∞, uµ tends uniformly to zero on the

intervals I−i .

Remark 4.3.12. Notice that the same arguments work for any arbitrary
non-negative solution which is upper bounded by R∗ (at any effect this ob-
servation is analogous to Remark 4.3.10, since it only involves the behavior of
the solution in the intervals where the weight is negative, without requiring
the periodicity of the solution). Indeed, the following result holds.

There exists a constant µ∗∗ > 0 such that, for every µ > µ∗∗,
any non-negative solution w(t) of (Eµ) (not necessarily periodic),
with w(t) < R∗ for all t ∈ R, is such that

max
{
w(t) : t ∈ I−i + `T

}
< r, ∀ i ∈ {1, . . . ,m}, ∀ ` ∈ Z.

To check this assertion, we proceed by contradiction, assuming that there ex-
ist i ∈ {1, . . . ,m} and ` ∈ Z such that max

{
w(t) : t ∈ I−i +`T

}
≥ r. Thanks

to the T -periodicity of the weight coefficient aµ(t), the function u(t) :=
w(t + `T ) is still a (non-negative) solution of (Eµ) with maxt∈I−i

u(t) ≥ r.

This means that u(σi) ≥ r or u(τi) ≥ r. At this point we achieve a contra-
diction exactly as above. C
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4.4 Related results

In this section we deal with corollaries, variants and applications of The-
orem 4.3.1. We also analyze the case of a nonlinearity g(s) which is smooth
in order to give a nonexistence result, too.

The following corollaries are obtained as direct applications of Theo-
rem 4.3.1.

Corollary 4.4.1. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ > 0.

Then there exists ν∗ > 0 such that for all ν > ν∗ there exists µ∗ = µ∗(ν)
such that for µ > µ∗ there exist at least 2m − 1 positive T -periodic solutions
of

u′′ + cu′ +
(
νa+(t)− µa−(t)

)
g(u) = 0. (4.4.1)

The constant ν∗ will be chosen so that ν∗g∞ > maxi λ
i
1. The lower

bound for g∞ in the main theorem is automatically satisfied when g∞ = +∞.
Accordingly, we have.

Corollary 4.4.2. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then there exists µ∗ > 0 such that for all µ > µ∗ equation (Eµ) has at least
2m − 1 positive T -periodic solutions.

A typical case in which the above corollary applies is for the power
nonlinearity g(s) = sp (for p > 1), so that the next result holds.

Corollary 4.4.3. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Then there exists µ∗ > 0 such that for all µ > µ∗ there exist
at least 2m − 1 positive T -periodic solutions of

u′′ + cu′ +
(
a+(t)− µa−(t)

)
up = 0, p > 1.

Using Remark 4.3.2, we can also obtain the following result which, in
some sense, is dual with respect to Corollary 4.4.1.

Corollary 4.4.4. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 > 0 and g∞ = +∞.

Then there exists ν∗ > 0 such that for all 0 < ν < ν∗ there exists µ∗ = µ∗(ν)
such that for µ > µ∗ there exist at least 2m − 1 positive T -periodic solutions
of equation (4.4.1).
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Combining Theorem 4.3.1 with Proposition 3.2.1, the following result
can be obtained.

Corollary 4.4.5. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Let g : R+ → R+ be a continuously differentiable function
satisfying (g∗),

g0 = 0 and g∞ > 0.

Then for all µ > 0 such that
∫ T

0 aµ(t) dt < 0 there exist two constants
0 < ω∗ ≤ ω∗ (depending on µ) such that equation

u′′ + cu′ + ν
(
a+(t)− µa−(t)

)
g(u) = 0 (4.4.2)

has no positive T -periodic solutions for 0 < ν < ω∗ and at least one positive
T -periodic solution for ν > ω∗. Moreover there exists ν∗ > 0 such that for
all ν > ν∗ there exists µ∗ = µ∗(ν) such that for µ > µ∗ equation (4.4.2) has
at least 2m − 1 positive T -periodic solutions.

Equation (4.4.2) is substantially equivalent to (4.4.1). We have preferred
to write it in a slightly different form for sake of convenience in stating
Corollary 4.4.5.

4.5 The Neumann boundary value problem

In this section we briefly describe how to obtain the results of Section 4.3
and Section 4.4 for the Neumann boundary value problem (see also Sec-
tion 3.3.1). For the sake of simplicity, we deal with the case c = 0. If c 6= 0,
we can produce analogous results writing equation (Eµ) as(

u′ect
)′

+ ãµ(t)g(u) = 0, with ãµ(t) := aµ(t)ect,

and entering in the setting of coincidence degree theory for the linear opera-
tor L : u 7→ −(u′ect)′. Accordingly, we consider the boundary value problem{

u′′ + aµ(t)g(u) = 0

u′(0) = u′(T ) = 0,
(4.5.1)

where a : [0, T ] → R is an integrable function satisfying condition (a∗) and
g(s) fulfils the same conditions as in the previous sections. In particular,
when we assume (a∗) we suppose that there exist m ≥ 2 subintervals of [0, T ]
where the weight is non-negative separated by m− 1 subintervals where the
weight is non-positive, namely there are 2m+ 2 points

0 = τ0 ≤ σ1 < τ1 < . . . < σi < τi < . . . < σm < τm ≤ σm+1 = T

such that a(t) � 0 on [σi, τi] and a(t) ≺ 0 on [τi, σi+1].
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In this case, the abstract setting of Section 4.2 can be reproduced almost
verbatim with X := C([0, T ]), Z := L1([0, T ]) and L : u 7→ −u′′, by taking
in domL the functions of X which are continuously differentiable with ab-
solutely continuous derivative and such that u′(0) = u′(T ) = 0. With the
above positions kerL ∼= R, ImL, as well as the projectors P and Q are
exactly the same as in Section 4.2. Then Theorem 4.3.1 can be restated as
follows.

Theorem 4.5.1. Let a : [0, T ]→ R be an integrable function satisfying (a∗).
Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ > max
i=1,...,m

λi1.

Then there exists µ∗ > 0 such that for all µ > µ∗ problem (4.5.1) has at least
2m − 1 positive solutions.

As in Theorem 4.3.1, the 2m − 1 positive solutions are discriminated by
the fact that maxt∈I+i

u(t) < r or r < maxt∈I+i
u(t) < R, where I+

i = [σi, τi]

is the i-th interval where the weight is non-negative (cf. Remark 4.3.1). The
constants λi1 (for i = 1, . . . ,m) are the first eigenvalues of the eigenvalue
problems in I+

i

ϕ′′ + λa(t)ϕ = 0, ϕ|∂I+i = 0.

If σ1 = τ0 = 0 (that is a(t) starts with a first interval of non-negativity), we
can take λ1

1 as the first eigenvalue of the eigenvalue problem

ϕ′′ + λa(t)ϕ = 0, ϕ′(0) = ϕ(τ1) = 0,

while if τm = σm+1 = T (that is a(t) ends with a last interval of non-
negativity), we can take λm1 as the first eigenvalue of the eigenvalue problem

ϕ′′ + λa(t)ϕ = 0, ϕ(σm) = ϕ′(T ) = 0.

Compare also to Remark 3.2.1
Clearly, for the Neumann problem (4.5.1) we can also reestablish the

corollaries in Section 4.4. In particular, Corollary 4.4.2 reads as follows.

Corollary 4.5.1. Let a : [0, T ]→ R be an integrable function satisfying (a∗).
Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then there exists µ∗ > 0 such that for all µ > µ∗ problem (4.5.1) has at least
2m − 1 positive solutions.

In the sequel we are going to use also a variant for the Neumann problem
of Corollary 4.4.5 that we do not state here explicitly.
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4.5.1 Radially symmetric solutions

We show now a consequence of the above results to the study of a PDE
in an annular domain. In order to simplify the exposition, we assume the
continuity of the weight function. In this manner, the solutions we find are
the “classical” ones (at least two times continuously differentiable). Now,
proceeding in the same manner as in Section 3.3.1, we are going to complete
that discussion, presenting the multiplicity results.

Let ‖ · ‖ be the Euclidean norm in RN (for N ≥ 2) and let

Ω := B(0, R2) \B[0, R1] =
{
x ∈ RN : R1 < ‖x‖ < R2

}
be an open annular domain, with 0 < R1 < R2.

We deal with the Neumann boundary value problem−∆u = qµ(x)g(u) in Ω
∂u

∂n
= 0 on ∂Ω,

(4.5.2)

where q : Ω → R is a continuous function which is radially symmetric,
namely there exists a continuous scalar function Q : [R1, R2]→ R such that

q(x) = Q(‖x‖), ∀x ∈ Ω,

and
qµ(x) := q+(x)− µq−(x), Qµ(r) := Q+(r)− µQ−(r).

We look for existence/nonexistence and multiplicity of radially symmetric
positive solutions of (4.5.2), that are classical solutions such that u(x) > 0
for all x ∈ Ω and also u(x) = U(‖x‖), where U is a scalar function defined
on [R1, R2].

Accordingly, our study can be reduced to the search of positive solutions
of the Neumann boundary value problem

U ′′(r) +
N − 1

r
U ′(r) +Qµ(r)g(U(r)) = 0, U ′(R1) = U ′(R2) = 0. (4.5.3)

Using the standard change of variable illustrated in Section C.2

t = h(r) :=

∫ r

R1

ξ1−N dξ

and defining

T :=

∫ R2

R1

ξ1−N dξ, r(t) := h−1(t) and v(t) = U(r(t)),

we transform (4.5.3) into the equivalent problem

v′′ + aµ(t)g(v) = 0, v′(0) = v′(T ) = 0, (4.5.4)
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with

a(t) := r(t)2(N−1)Q(r(t)), t ∈ [0, T ].

Consequently, the Neumann boundary value problem (4.5.4) is of the same
form of (4.5.1) and we can apply the previous results.

Accordingly, suppose also that

(q∗) there exist 2m + 2 points R1 = τ0 ≤ σ1 < τ1 < . . . < σm < τm ≤
σm+1 = R2 such that

Q(r) > 0 on ]σi, τi[, i = 1, . . . ,m;

Q(r) < 0 on ]τi, σi+1[, i = 0, . . . ,m.

Notice that condition ∫ T

0
aµ(t) dt < 0 (4.5.5)

reads as

0 >

∫ T

0
r(t)2(N−1)Qµ(r(t)) dt =

∫ R2

R1

rN−1Qµ(r) dr.

Up to a multiplicative constant, the latter integral is the integral of qµ(x)
on Ω, using the change of variable formula for radially symmetric functions.
Thus, µ > 0 satisfies (4.5.5) if and only if µ satisfies

(q#)

∫
Ω
qµ(x) dx < 0.

Similarly, the integral in (4.5.5) is sufficiently negative (depending on µ) if
and only if the integral in (q#) is negative enough (depending on µ). With
these premises, Corollary 4.5.1 yields the following result.

Theorem 4.5.2. Let q(x) be a continuous (radial) weight function as above.
Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then there exists µ∗ > 0 such that for each µ > µ∗ problem (4.5.2) has at
least 2m − 1 positive radially symmetric solutions.

Corollary 4.5.1 and Theorem 4.5.2 represent an extension of [28], where
the same result was obtained (with a shooting type approach) for m = 2.
Another extension of [28], for an arbitrary m ≥ 2, has been recently achieved
in [17] (using a variational approach) for a power type nonlinearity g(s).

Adding the smoothness of g(s), from Corollary 4.4.5 we obtain the next
result.
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Theorem 4.5.3. Let q(x) be a continuous (radial) weight function as above.
Let g : R+ → R+ be a continuously differentiable function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then, for all µ > 0 such that (q#) holds, there exist two constants 0 < ω∗ ≤
ω∗ (depending on µ) such that the Neumann boundary value problem−∆u = νqµ(x)g(u) in Ω

∂u

∂n
= 0 on ∂Ω

(4.5.6)

has no positive radially symmetric solutions for 0 < ν < ω∗ and at least
one positive radially symmetric solution for ν > ω∗. Moreover there exists
ν∗ > 0 such that for all ν > ν∗ there exists µ∗ = µ∗(ν) such that for µ > µ∗

problem (4.5.6) has at least 2m − 1 positive radially symmetric solutions.
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Chapter 5
Subharmonic solutions and
symbolic dynamics

In this chapter we deal with subharmonic solutions for superlinear in-
definite equations.

In the first part of this chapter (from Section 5.1 to Section 5.3) we
continue the study of the superlinear indefinite second order equation

(Eµ) u′′ + cu′ +
(
a+(t)− µa−(t)

)
g(u) = 0,

that we have considered in Chapter 4 (we refer to the notation introduced
therein). Our goal is to apply the results therein concerning the existence
and multiplicity of periodic solutions to the search of subharmonic solutions.
Then, we shall use the information obtained on the subharmonics to pro-
duce bounded positive solutions which are not necessarily periodic and can
reproduce an arbitrary coin-tossing sequence. More precisely, in Section 5.1
we prove the existence of infinitely many subharmonic solutions for (Eµ) if
the negative part of the weight is sufficiently strong (i.e. when µ > 0 is large
enough). This result follows from Theorem 4.3.1 applied to an interval of
the form [0, kT ] and a careful verification that the constants needed for the
proof are independent on k. Next, in Section 5.2 we discuss the number of
subharmonics of a given order and in Section 5.3 we sketch how to produce
bounded solutions on the real line which are not necessarily periodic.

In the second part of this chapter (from Section 5.4 to Section 5.8) we
deal with a class of indefinite equations which covers the classical superlinear
one

u′′ + a(t)up = 0,

where p > 1 and a(t) is a T -periodic sign-changing function satisfying the

(sharp) mean value condition
∫ T

0 a(t) dt < 0. We prove that there exist

135



136 Chapter 5. Subharmonic solutions and symbolic dynamics

positive subharmonic solutions of order k for any large integer k. The proof
combines coincidence degree theory (yielding a positive harmonic solution)
with the Poincaré-Birkhoff fixed point theorem (giving subharmonic solu-
tions oscillating around it).

We conclude this introduction by recalling the definition of subharmonic
solution (to the above equations) that we assume throughout the chapter.
We say that u ∈ W 2,1

loc (R) is a subharmonic solution of order k, with k ≥ 2
an integer number, if u(t) is a kT -periodic solution of the equation which is
not lT -periodic for any integer l = 1, . . . , k − 1, that is, kT is the minimal
period of u(t) in the class of the integer multiples of T .

This is the most natural definition of subharmonic solution to an equa-
tion like

u′′ + h(t, u) = 0, (5.0.1)

when just the T -periodicity of t 7→ h(t, s) is assumed. On the lines of
[137], if additional conditions on this time dependence are imposed, further
information on the minimality of the period can be given. For example, if
h(t, s) = a(t)g(s), with g(s) > 0 for s > 0, one can notice that all the positive
subharmonic solutions of order k to (5.0.1) actually have minimal period kT
if we further assume that T > 0 is the mimimal period of a(t). This is easily
seen by writing the equation in the equivalent form a(t) = −u′′(t)/g(u(t)).
Let us also notice that if u(t) is a subharmonic solution of order k, the k−1
functions u(·+ lT ), for l = 1, . . . , k − 1, are subharmonic solutions of order
k too. Then, whenever it happens that we find a subharmonic solution
of order k, we also find other k − 1 subharmonic solutions (of the same
order). These solutions, though distinct, have to be considered equivalent
from the point of view of the counting of subharmonics. Accordingly, given
u1(t), u2(t) subharmonic solutions of order k, we say that u1(t) and u2(t)
are not in the same periodicity class if u1(·) 6≡ u2(· + lT ) for any integer
l = 0, . . . , k − 1.

Throughout this chapter, for the sake of simplicity in the exposition,
when not explicitly stated we assume that k is an integer such that k ≥ 2.

5.1 Subharmonic solutions of (Eµ)

In Chapter 4 we have studied existence and multiplicity of T -periodic
solutions to (Eµ), assuming that the weight coefficient a(t) is a T -period
function. Since any T -periodic coefficient can be though as a kT -periodic
function, with the same technique we can look for the existence of kT -
periodic solutions (with k an integer).

Generally speaking, if x(t) is a kT -periodic solution of a differential sys-
tem x′ = f(t, x) in RN , with f(t+ T, x) = f(t, x) for all t ∈ R and x ∈ RN ,
the information that x(t) is not lT -periodic, for any integer l = 1, . . . , k− 1,
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is not enough to conclude that kT is actually the minimal positive period of
the solution. However, in many significant situations, it is possible to derive
such a conclusion, under suitable conditions on the vector field f(t, x). For
instance, in case of (Eµ) and for g(s) satisfying (g∗), it is easy to check that
any positive subharmonic solution of order k is a solution of minimal period
kT provided that T is the minimal period of the weight function. The prob-
lem of minimality of the period in the study of subharmonic solutions is a
topic of considerable importance in this area of research and different ap-
proaches have been proposed depending also on the nature of the techniques
adopted to obtain the solutions. See, for instance, [39, 51, 68, 137, 157] for
some pertinent remarks. It may be also interesting to observe that equations
of the form (Eµ), with a(t) a non-constant T -periodic coefficient, do not pos-
sess exceptional solutions, i.e. solutions having a minimal period which has
an irrational ratio with T (cf. [162, ch. I, § 4]). In view of all these premises,
throughout this section, Section 5.2 and Section 5.3, we suppose that the
function a(t) is a periodic function having T > 0 as a minimal period.

In order to present in a simplified manner our main multiplicity results
for subharmonic solutions, we first take a class of weights of special form,
namely we suppose that

a : R → R is a continuous periodic sign-changing function with
simple zeros and with minimal period T , such that there exist
two consecutive zeros α, β with α < β < α + T so that a(t) > 0
for all t ∈ ]α, β[ and a(t) < 0 for all t ∈ ]β, α+ T [.

That is a(t) has only one positive hump and one negative one in a period
interval. In such a simplified situation, the following result holds.

Theorem 5.1.1. Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then there exists µ∗ > 0 such that, for all µ > µ∗ and for every integer
k ≥ 2, equation (Eµ) has a subharmonic solution of order k.

Proof. Without loss of generality (if necessary, we can make a shift by α in
the time variable), we suppose that

a(t) > 0, for all 0 < t < τ := β − α, and a(t) < 0, for all τ < t < T.

Let us fix an integer k ≥ 2 and consider the T -periodic function a(t) as
a kT -periodic weight on the interval [0, kT ]. In such an interval we have
condition (a∗) satisfied with

I+
i = [(i− 1)T, τ + (i− 1)T ] and I−i = [τ + (i− 1)T, iT ],
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for i = 1, . . . , k. With respect to the notation introduced in Section 4.1, we
also have m = k, σ1 = 0, σk+1 = kT and

0 < τ1 = τ < σ2 = T < . . . < σk = (k − 1)T < τk = τ + (k − 1)T < kT.

In this setting we can apply Corollary 4.4.2, which ensures the existence
of 2k − 1 positive solutions which are also kT -periodic, provided that µ is
sufficiently large.

Even if we have found kT -periodic solutions, our proof is not yet com-
plete. In fact we still have to verify that µ∗ (found in the proof of Theo-
rem 4.3.1) is independent on k and, moreover, that among the 2k−1 periodic
solutions there is at least one subharmonic of order k.

For the first question, we need to check how the bounds obtained in
the proof of Theorem 4.3.1 depend on the weight function. First of all
we underline that, by the T -periodicity of a(t), the constants Ki defined
in (4.3.13) are all equal for i = 1, . . . , k, then K0 does not depend on k
(cf. (4.3.14)). Consequently condition (4.3.15) reads as

η(r) 2‖a+‖L1([0,τ ])e
|c|τ(τ + e|c|(T−τ)(T − τ)

)
< 1

and thus the small constant r > 0 is absolute and depends only on c,
‖a+‖L1([0,τ ]), T and τ , but it does not depend on k.

Once that we have fixed r > 0, using again the T -periodicity of the
weight, we notice also that the lower bounds µ# and µr do not depend on
k (cf. (4.3.2) and (4.3.16)).

The constant R∗ is chosen in (4.3.26) and depends on the a priori bounds
Ri, which in turn depend on the properties of a(t) restricted to the interval
I+
i . In our case, by the T -periodicity of the coefficient a(t), we can choose
Ri as constant with respect to i. Therefore, R∗ is independent on k and
then also the constant γ defined in (4.3.31) does not depend on k. By
the periodicity of a(t), the constants δ+

j introduced in Section 4.3.4 (see

(4.3.30)) can be also taken all equal to a common value δ+ = δ such that
0 < δ < T − τ and δe|c|δ < τ/2. The same choice can be made for δ−j in

order to have δ−j = δ for all j. From these choices of the constants R∗, γ

and δ, for all j = 1, . . . , k we take µ±j , according to (4.3.32) and (4.3.33), as

µ+
j = µ+ :=

R∗ e|c|δ

γ
∫ τ+δ
τ

(∫ s
τ a
−(ξ) dξ

)
ds

and

µ−j = µ− :=
R∗ e|c|δ

γ
∫ T
T−δ
(∫ T
s a−(ξ) dξ

)
ds
,

respectively. Therefore, setting

µ∗ := µr ∨max
{
µ+, µ−

}
,
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we have found an absolute constant which is independent on k and also does
not depend on the set of indices I. This solves the first question.

To complete the proof, we show how to produce at least one subharmonic
solution. It is sufficient to take I := {1}. As explained in Remark 4.3.1
and also at the end of Section 4.3.1, there exists a positive kT -periodic

solution u(t) for (Eµ) such that u ∈ Λ
{1}
r,R. This implies that there exists

t̂1 ∈ I+
1 = [0, τ ] such that r < u(t̂1) < R and, if i 6= 1, 0 < u(t) < r for

all t ∈ I+
i . Then u(t̂1) 6= u(t) for all t ∈ Ii with i 6= 1, and hence u is not

lT -periodic for all l = 1, . . . , k − 1. We conclude that u is a subharmonic
solution of order k.

Remark 5.1.1. The fact that the weight coefficient has simple zeros has
been assumed only for convenience in the exposition. The same result holds
true if we suppose that there are α, β with α < β < α+T such that a(t) � 0
on [α, β], a(t) ≺ 0 on [β, α + T ] and a(t) is not identically zero on all left
neighborhoods of α and on all right neighborhoods of β. The possibility of
more changes of sign of a(t) in a period can be considered as well. C

Remark 5.1.2. We stress the fact that µ∗ is chosen independent on k and
also independent on the set of indices I. This is a crucial observation if one
wants to prove the existence of bounded solutions defined on the whole real
line and with any prescribed behavior as a limit of subharmonic solutions
(see Section 5.3 and [17]). C

5.2 Counting the subharmonic solutions of (Eµ)

Theorem 5.1.1 guarantees the existence of at least a subharmonic solu-
tion of order k for (Eµ), but, in general, there are many solutions of this
kind. Even if in the statement we have not described the number of subhar-
monics and their behavior, this can be achieved (with the same proof) just
exploiting more deeply the content of Theorem 4.3.1. In this section, given
an integer k ≥ 2, we look for an estimate on the number of subharmonic
solutions of order k. To this purpose, we adapt to our setting some consid-
erations which are typical in the area of dynamical systems, combinatorics
and graph theory.

First of all, we need to introduce a notation, which is borrowed from
[17]. We start with an alphabet of two symbols, conventionally indicated as
{0, 1}, and denote by {0, 1}k the set of the k-tuples of {0, 1}, that is the set
of finite words of length k. We also denote by 0[k] the 0-string in {0, 1}k.

For simplicity, we still consider the special weight coefficient as in the
setting of Theorem 5.1.1. Recalling the definitions of I±i , for i = 1, . . . , k,
given by

I+
i = [(i− 1)T, τ + (i− 1)T ] and I−i = [τ + (i− 1)T, iT ],
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and reworking as in the proof of Theorem 5.1.1, we have the following result.

Theorem 5.2.1. Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then there exist 0 < r < R and µ∗∗ > 0 such that, for all µ > µ∗∗ and
for every integer k ≥ 2, given any k-tuple S [k] = (si)i=1,...,k ∈ {0, 1}k with
S [k] 6= 0[k], there exists at least a kT -periodic positive solution of equation
(Eµ) such that ‖u‖∞ < R and

• 0 < u(t) < r on I+
i , if si = 0;

• r < u(t̂i) < R for some t̂i ∈ I+
i , if si = 1;

• 0 < u(t) < r on I−i , for all i = 1, . . . , k.

Proof. We proceed exactly as in the proof of Theorem 5.1.1 till to the final
step where we chose the set of indices I. At this moment r, R and µ∗ are
determined and we are free to take any µ > µ∗. Let us consider an arbitrary
integer k ≥ 2. Observe that we took I = {1} in order to be sure to have
a subharmonic, however, Theorem 4.3.1 provides the existence of a positive
kT -periodic solution in ΛIr,R for any nonempty subset I of {1, . . . , k}.

Given an arbitrary k-tuple S [k] = (si)i=1,...,k ∈ {0, 1}k with S [k] 6= 0[k],
using a typical bijection between {0, 1}k and the power set P({1, . . . , k}),
we associate to S [k] the set

IS[k] :=
{
i ∈ {1, . . . , k} : si = 1

}
.

Now, applying Theorem 4.3.1, we have guaranteed the existence of at least

one kT -periodic solution u(t) which is positive and belongs to the set Λ
IS[k]
r,R .

Recalling the definition of ΛIr,R in (4.1.2), we find that u(t) satisfies the
first two conditions in the statement of the theorem. The latter condition,
concerning the smallness of u(t) on the intervals I−i , follows from the result
in Section 4.3.5 provided that µ is sufficiently large, say µ > µ∗∗. Arguing
as in the proof of Theorem 5.1.1, it is easy to note that µ∗∗ does not depend
on k.

The above theorem provides the existence of 2k − 1 distinct kT -periodic
solutions of (Eµ) which are positive and uniformly bounded in R. Our goal
now is to detect among these solutions the “true” subharmonics of order
k which do not belong to the same periodicity class. Figure 5.1 gives an
explanation of what we are looking for.

In order to count the k-tuples corresponding to subharmonic solutions
of order k which are not equal up to translation (geometrically distinct),
we notice that the number we are looking for coincides with the number of
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Figure 5.1: At the top we have shown the graph of the function aµ(t), where a(t) =
sin(2πt) and µ = 7. Using a numerical simulation we have studied the subharmonic
solutions of order k = 2 of equation (Eµ) with g(s) = max{0, 100 s arctan |s|}.
Clearly, T = 1. In the lower part, the figure shows the graphs of three 2-periodic
positive solutions, whose existence is consistent with Theorem 5.2.1. The first two
solutions are subharmonic solutions of order 2 and the third one is a 1-periodic
solution. As subharmonic solutions of order 2, we consider only the first one, since
the second one is a translation by 1 of the first solution.

binary Lyndon words of length k, that is the number of binary strings in-
equivalent modulo rotation (cyclic permutation) of the digits and not having
a period smaller than k. Usually, in each equivalence class one selects the
minimal element in the lexicographic ordering. For instance, for the al-
phabet A = {a, b} and k = 4, the corresponding binary Lyndon words of
length 4 are aaab, aabb, abbb. Note that the string abab is not acceptable as
it represents a sequence of period 2 and the string bbaa is already counted
as aabb. To give a formal definition, consider an alphabet A which, in our
context, is a nonempty totally ordered set of n ≥ 2 symbols. A n-ary Lyn-
don word of length k is a string of k digits of A which is strictly smaller in
the lexicographic ordering than all of its nontrivial rotations.

The number of n-ary Lyndon words of length k is given by Witt’s formula

Ln(k) =
1

k

∑
l|k

µ(l)n
k
l , (5.2.1)

where µ(·) is the Möbius function, defined on N \ {0} by µ(1) = 1, µ(l) =
(−1)s if l is the product of s distinct primes and µ(l) = 0 otherwise (cf. [119,
§ 5.1]). Formula (5.2.1) can be obtained by the Möbius inversion formula,
which is strictly related with the classical inclusion-exclusion principle.

For instance, the values of L2(k) (number of binary Lyndon words of
length k) for k = 2, . . . , 10 are 1, 2, 3, 6, 9, 18, 30, 56, 99.
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The following proposition provides an explicit formula of Ln(k) (for ar-
bitrary integers n, k ≥ 2), depending on the prime factorization of k.

Proposition 5.2.1. Let n, k ≥ 2 be two integers. If the prime factorization
of k is

k = pα1
1 · p

α2
2 · p

α3
3 · . . . · p

αs
s =

s∏
i=1

pαii ,

where s is the number of distinct prime factors of k, then the following
formula holds

Ln(k) =
1

k
nk +

1

k

s∑
i=1

(−1)i
∑

jd∈{1,...,s}
j1<j2<...<ji

n
k

pj1
·...·pji .

Proof. First of all, we observe that the divisors l of the integer k such that
µ(l) 6= 0 are the square-free factors of k, hence l = 1 (with µ(1) = 1) and the
integers of the form l = pj1 · . . . · pji for jd ∈ {1, . . . , s} (with µ(l) = (−1)i).
The above formula immediately follows from (5.2.1).

Remark 5.2.1. Although in this context formula (5.2.1) and the more
explicit one in Proposition 5.2.1 are related to the number of Lyndon words
of length k in an alphabet of size n, these formulas come out in different
areas of mathematics. Now we provide an overview of the several meanings
of (5.2.1).

Still in combinatorics, it is not difficult to see that Ln(k) is also the
number of aperiodic necklaces that can be made by arranging k beads whose
color is chosen from a list of n colors (see Figure 5.2). The notions of Lyn-
don words and necklaces are also strictly related to de Bruijn sequences. We
recall that a n-ary de Bruijn sequence of order k is a circular string of char-
acters chosen in an alphabet of size n, for which every possible subsequence
of length k appears as a substring of consecutive characters exactly once.
For more details about these concepts and other aspects of the formula in
the context of combinatorics on words, we refer to [119, 121] and the very
interesting historical survey [23, § 4].

The number Ln(k) has several meanings even outside combinatorics. For
instance, the integer L2(k) (of binary Lyndon words of length k) corresponds
to the number of periodic points with minimal period k in the iteration of the
tent map f(x) := 2 min{x, 1−x} on the unit interval (cf. [72], also for more
general formulas) and to the number of distinct cycles of minimal period k in
a shift dynamical system associated with a totally disconnected hyperbolic
iterated function system (cf. [16, Lemma 1, p. 171]). Concerning the more
general formula for Ln(k), we just mention two other meanings. The classical
Witt’s formula (proved in 1937), which is still widely studied in algebra,
gives the dimensions of the homogeneous components of degree k of the
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n = 2, k = 2:

n = 2, k = 3:

n = 3, k = 2:

n = 3, k = 3:

Figure 5.2: The figure shows the aperiodic necklaces made by arranging k beads
whose color is chosen from a list of n colors, when n, k ∈ {2, 3}.

free Lie algebra over a finite set with n elements (cf. [119, Corollary 5.3.5]).
Moreover, in Galois theory, Ln(k) is also the number of monic irreducible
polynomials of degree k over the finite field Fn, when n is a prime power (in
this context (5.2.1) is also known as Gauss formula; we refer to [73, ch. 14,
p. 588] for a possible proof).

It is not possible to mention here all the other several implications of
formula (5.2.1), for example in symbolic dynamics, algebra, number theory
and chaos theory. For this latter topic, we only recall the recent paper [109]
where such numbers appear in connection with the study of period-doubling
cascades.

Further information and references can be found in [97, 111, 170]. C

Using the above discussion, we achieve the following result.

Theorem 5.2.2. Let a : R → R be a T -periodic continuous function with
minimal period T such that there exist two consecutive zeros α, β with α <
β < α+T so that a(t) > 0 for all t ∈ ]α, β[ and a(t) < 0 for all t ∈ ]β, α+T [.
Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then there exists µ∗ > 0 such that, for all µ > µ∗ and for every k ≥ 2,
equation (Eµ) has at least L2(k) positive subharmonic solutions of order k.

Proof. We have to detect the subharmonic solutions of order k among the
2k − 1 distinct kT -periodic positive solutions of (Eµ) provided by Theo-
rem 5.2.1. As remarked above, the number we are looking for is L2(k).
Therefore the thesis immediately follows.
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For the sake of simplicity, above we have considered only the particular
case of a continuous periodic sign-changing function a(t) with minimal pe-
riod T and such that it has only one positive hump and one negative one
in a period interval. Moreover, we have taken a superlinear function g(s).
We conclude this section by stating the analogous result for more general
functions a(t) and g(s).

Theorem 5.2.3. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗) with minimal period T . Let g : R+ → R+ be a continuous
function satisfying (g∗),

g0 = 0 and g∞ > max
i=1,...,m

λi1.

Then there exists µ∗ > 0 such that, for all µ > µ∗ and for every k ≥ 2,
equation (Eµ) has at least L2m(k) positive subharmonic solutions of order k.

Proof. We only sketch the proof which is mimicked from those of Theo-
rem 5.1.1 and of Theorem 5.2.1, using Theorem 4.3.1. To start, we need
to be careful with the notation. For this reason, we call J+

1 , . . . , J
+
m the m

intervals of positivity for a(t) in the interval [0, T ] and J−1 , . . . , J
−
m the m

intervals of negativity for a(t), according to assumption (a∗). Consider an
arbitrary integer k ≥ 2. The function a(t) restricted to the interval [0, kT ]
satisfies again an assumption of the form (a∗), with respect to mk intervals
of positivity/negativity that we denote now with I±1 , . . . , I

±
mk, defined as

I±j+`m = J±j + `T, j = 1, . . . ,m, ` = 0, . . . , k − 1.

In other terms, in the interval [0, kT ] there are mk closed subintervals where
a(t) � 0, separated by closed subintervals where a(t) ≺ 0. Then we can
apply Theorem 4.3.1, looking for kT -periodic solutions. In fact, by our
main result, we have at least 2mk−1 positive periodic solutions of period kT
(which up to now is not necessarily the minimal period for the solutions).
More precisely, as in Theorem 5.2.1, there exist 0 < r < R and µ∗∗ > 0
(depending onm but not on k) such that, for all µ > µ∗∗, given any nontrivial
k-tuple S [k] = (s`)`=0,...,k−1 in the alphabet A := {0, 1}m of size 2m (hence,

for ` = 0, . . . , k − 1, s` = (sj`)j=1,...,m), there exists at least one kT -periodic
positive solution

u(t) = uS[k](t)

of equation (Eµ) such that ‖u‖∞ < R and

• 0 < u(t) < r on I+
j+`m, if sj` = 0;

• r < u(t̂) < R for some t̂ ∈ I+
j+`m, if sj` = 1;

• 0 < u(t) < r on I−i , for all i = 1, . . . ,mk.
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It remains to see whether, on the basis of the information we have on u(t),
we are able first to determine the minimality of the period and next to dis-
tinguish among solutions do not belonging to the same periodicity class. In
view of the above listed properties of the solution u(t), our first problem
is equivalent to choosing a string S [k] having k as a minimal period (when
repeated cyclically). For the second question, given any string of this kind,
we count as the same all those strings (of length k) which are equivalent by
cyclic permutations. To choose exactly one string in each of these equiva-
lence classes, we can take the minimal one in the lexicographic order. As
a consequence, we can conclude that there are so many nonequivalent kT -
periodic solutions which are not pT -periodic for every p = 1, . . . , k − 1, as
many 2m-ary Lyndon words of length k. Since we know that the equation
does not possess exceptional solutions, we find that for these subharmonic
solutions kT is precisely the minimal period.

We have listed before some values of L2(k) which give the number of sub-
harmonic solutions in the setting of Theorem 5.2.2. Concerning the general
case addressed in Theorem 5.2.3, we observe that the number L2m(k), with
m ≥ 2, grows very fast with k. For instance, the values of L22(k) (number
of quaternary Lyndon words of length k) for k = 2, . . . , 10 are 6, 20, 60, 204,
670, 2340, 8160, 29120, 104754.

5.3 Positive solutions with complex behavior

In this section we just outline a possible procedure in order to obtain
the existence of solutions which follow any preassigned coding described by
two symbols, say 0 and 1, that in our context will be interpreted as “small”
and, respectively, “large” in the intervals where the weight is positive. In
other terms we are looking for the presence of a Bernoulli shift as a factor
within the set of positive and bounded solutions. Results in this direction
are classical in the theory of dynamical systems (cf. [67, 141, 171]) and have
been achieved in the variational setting as well (see, for instance, [41, 50,
166]). Even if the obtention of chaotic dynamics using topological degree or
index theories is an established technique (see [54, 174] and the references
therein), the achievement of similar results with our approach seems new in
the literature.

Our proof is based on the above results about subharmonic solutions
and on the following diagonal lemma, which is typical in this context.
Lemma 5.3.1 is adapted from [112, Lemma 8.1] and [133, Lemma 4].

Lemma 5.3.1. Let f : R × Rd → Rd be an L1-Carathéodory function. Let
(tn)n∈N be an increasing sequence of positive numbers and (xn)n∈N be a
sequence of functions from R to Rd with the following properties:

(i) tn → +∞ as n→∞;
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(ii) for each n ∈ N, xn(t) is a solution of

x′ = f(t, x) (5.3.1)

defined on [−tn, tn];

(iii) for every N ∈ N there exists a bounded set BN ⊆ Rd such that, for
each n ≥ N , it holds that xn(t) ∈ BN for every t ∈ [−tN , tN ].

Then there exists a subsequence (x̃n)n∈N of (xn)n∈N which converges uni-
formly on the compact subsets of R to a solution x̃(t) of system (5.3.1); in
particular x̃(t) is defined on R and, for each N ∈ N, it holds that x̃(t) ∈ BN
for all t ∈ [−tN , tN ].

Proof. This result is classical and perhaps a proof is not needed. We give a
sketch of the proof for the reader’s convenience, following [133, Lemma 4].

First of all we observe that, by the Carathéodory assumption, for each
N ∈ N there exists a measurable function ρN ∈ L1([−tN , tN ],R+) such that

‖f(t, x)‖ ≤ ρN (t), for a.e. t ∈ [−tN , tN ] and for all x ∈ BN .

For every N ∈ N we also introduce the absolutely continuous function

MN (t) :=

∫ t

0
ρN (ξ) dξ, t ∈ [−tN , tN ].

By hypothesis (ii), we have that

xn(t) = xn(0) +

∫ t

0
f(ξ, xn(ξ)) dξ, ∀ t ∈ [−tn, tn], ∀n ∈ N,

and, by hypothesis (iii), for every N ∈ N it follows that

|xn(t′)− xn(t′′)| ≤ |MN (t′)−MN (t′′)|, ∀ t′, t′′ ∈ [−tN , tN ], ∀n ≥ N,

(cf. [104, p. 29]). Consequently, the sequence (xn)n∈N restricted to the in-
terval [−t0, t0] is uniformly bounded (by any constant which bounds in the
Euclidean norm the set B0) and equicontinuous. By Ascoli-Arzelà theorem,
it has a subsequence (x0

n)n∈N which converges uniformly on [−t0, t0] to a
continuous function named x̂0. Similarly, the sequence (x0

n)n≥1 restricted
to [−t1, t1] is a uniformly bounded and equicontinuous sequence and has
a subsequence (x1

n)n≥1 which converges uniformly on [−t1, t1] to a contin-
uous function x̂1 such that x̂1(t) = x̂0(t) for all t ∈ [−t0, t0]. Proceeding
inductively in this way, we construct a sequence of sequences (xNn )n≥N so
that (xNn )n≥N is a subsequence of (xN−1

n )n≥N−1 and converges uniformly
on [−tN , tN ] to a continuous function x̂N such that x̂N (t) = x̂N−1(t) for
all t ∈ [−tN−1, tN−1]. By construction, we have that x̂N (t) ∈ BN for all
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t ∈ [−tN , tN ]. The diagonal sequence (x̃n)n∈N := (xnn)n∈N converges uni-
formly on every compact interval to a function x̃ defined on R and such
that x̃(t) = x̂N (t) for all t ∈ [−tN , tN ] and therefore, x̃(t) ∈ BN for all
t ∈ [−tN , tN ]. It remains to prove that x̃(t) is a solution of (5.3.1) on R.
Indeed, let t ∈ R be arbitrary but fixed and let us fix N ∈ N such that
t ∈ [−tN , tN ]. Passing to the limit as n→∞ in the identity

x̃n(t) = x̃n(0) +

∫ t

0
f(ξ, x̃n(ξ)) dξ, ∀n ≥ N,

via the dominated convergence theorem, we obtain

x̃(t) = x̃(0) +

∫ t

0
f(ξ, x̃(ξ)) dξ.

For the arbitrariness of t ∈ R and the above integral relation, we con-
clude that x̃(t) is absolutely continuous and a solution of (5.3.1) (in the
Carathéodory sense).

If there exists a bounded set B such that BN ⊆ B for all N ∈ N, then we
have the stronger conclusion that x̃(t) ∈ B for all t ∈ R (which is precisely
the result of [112, Lemma 8.1] and [133, Lemma 4]).

An application of Lemma 5.3.1 to the planar system{
u′ = y

y′ = −cy −
(
a+(t)− µa−(t)

)
g(u)

(5.3.2)

will produce bounded solutions with any prescribed complex behavior. In
order to simplify the exposition, we suppose that the coefficient a(t) is a
continuous T -periodic function of minimal period T having a positive hump
followed by a negative one in a period interval (these are the same assump-
tions for the weight coefficient as in Theorem 5.1.1). In this framework, the
next result follows.

Theorem 5.3.1. Let a : R → R be a T -periodic continuous function with
minimal period T such that there exist two consecutive zeros α, β with α <
β < α+T so that a(t) > 0 for all t ∈ ]α, β[ and a(t) < 0 for all t ∈ ]β, α+T [.
Let g : R+ → R+ be a continuous function satisfying (g∗),

g0 = 0 and g∞ = +∞.

Then there exist 0 < r < R and µ∗∗ > 0 such that, for all µ > µ∗∗, given
any two-sided sequence S = (si)i∈Z ∈ {0, 1}Z which is not identically zero,
there exists at least a positive solution u(t) = uS(t) of equation (Eµ) such
that ‖u‖∞ < R and

• 0 < u(t) < r on [α+ iT, β + iT ], if si = 0;
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• r < u(t̂i) < R for some t̂i ∈ [α+ iT, β + iT ], if si = 1;

• 0 < u(t) < r on [β + iT, α+ (i+ 1)T ], for all i ∈ Z.

Proof. Without loss of generality, we suppose that α = 0 and set τ := β−α,
so that a(t) > 0 on ]0, τ [ and a(t) < 0 on ]τ, T [. We also introduce the
intervals

I+
i := [iT, τ + iT ], I−i := [τ + iT, (i+ 1)T ], i ∈ Z. (5.3.3)

Let 0 < r < R and µ∗∗ > 0 as in Theorem 5.1.1 and Theorem 5.2.1.
One more time, we wish to emphasize the fact that, once we have fixed
r, R and µ > µ∗∗, we can produce kT -periodic solutions following any k-
periodic sequence of two symbols, independently on k. Accordingly, from
this moment to the end of the proof, r, R and µ > µ∗∗ are fixed.

Consider now an arbitrary sequence S = (si)i∈Z ∈ {0, 1}Z which is not
identically zero. We fix a positive integer n0 such that there is at least
an index i ∈ {−n0, . . . , n0} such that si = 1. Then, for each n ≥ n0

we consider the (2n + 1)-periodic sequence Sn = (s′i)i ∈ {0, 1}Z which is
obtained by truncating S between −n and n, and then repeating that string
by periodicity. An application of Theorem 5.2.1 on the periodicity interval
[−nT, (n + 1)T ] ensures the existence of a positive periodic solution un(t)
such that un(t+(2n+1)T ) = un(t) for all t ∈ R and ‖un‖∞ < R. According
to Theorem 5.2.1, we also know that un(t) < r for all t ∈ I+

i , if s′i = 0,
un(t̂) > r for some t̂ ∈ I+

i , if s′i = 1, and maxt∈I−i
un(t) < r (for each i ∈ Z).

Notice that, for C := max0≤s≤R g(s), we have that

|u′′n(t)| ≤ |c||u′n(t)|+
(
|a+(t)|+ µ|a−(t)|

)
C, ∀ t ∈ R,

and hence,
|u′′n(t)|

1 + |u′n(t)|
≤ ψµ(t), ∀ t ∈ R, (5.3.4)

where we have set ψµ(t) := |c|+ (|a+(t)|+ µ|a−(t)|)C.
Since the truncated string Sn contains at least one s′i = si = 1, with

i ∈ {−n0, . . . , n0}, we know that each periodic function un(t) has at least a
local maximum point t̂n ∈ ]−n0T, n0T + τ [ and then u′n(t̂n) = 0. Suppose
now that N ≥ n0 is fixed and define the constant

KN := exp

(
(2N + 1)

∫ T

0
ψµ(t) dt

)
.

We claim that

|u′n(t)| ≤ KN , ∀ t ∈ [−NT, (N + 1)T ], ∀n ≥ N. (5.3.5)

Our claim follows from a Nagumo type argument as in [62, ch. I, § 4].
Suppose, by contradiction, that (5.3.5) is not true. Hence, there exist some
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n ≥ N and a point t∗n ∈ [−NT, (N+1)T ] such that u′n(t∗n) > KN or u′n(t∗n) <
−KN . In the first case there exists a maximal interval J ⊆ [−NT, (N+1)T ]
such that one of the following two possibilities occurs:

• J = [ξ0, ξ1] and u′n(ξ0) = 0, u′n(ξ1) > KN with u′n(t) > 0 for all
t ∈ ]ξ0, ξ1];

• J = [ξ1, ξ0] and u′n(ξ0) = 0, u′n(ξ1) > KN with u′n(t) > 0 for all
t ∈ [ξ1, ξ0[.

Integrating u′′n/(1 + |u′n|) on J and using (5.3.4), we obtain

log(1 +KN ) < log(1 + |u′n(ξ1)|) ≤
∫
J
ψµ(t) dt

≤
∫ (N+1)T

−NT
ψµ(t) dt = (2N + 1)

∫ T

0
ψµ(t) dt = log(KN ),

a contradiction. We have achieved a contradiction by assuming u′n(t∗n) >
KN . A similar argument gives a contradiction if u′n(t∗n) < −KN .

Now we write equation (Eµ) as a planar system (5.3.2). From the above
remarks, one can see that (up to a reparametrization of indices, counting
from n0) assumptions (i), (ii) and (iii) of Lemma 5.3.1 are satisfied, taking
tn := nT , f(t, x) = (y,−cy − (a+(t)− µa−(t))g(u)), with x = (u, y), and

BN :=
{
x ∈ R2 : 0 < x1 < R, |x2| ≤ KN

}
, N ∈ N,

as bounded set in R2. By Lemma 5.3.1, there is a solution ũ(t) of equation
(Eµ) which is defined on R and such that 0 ≤ ũ(t) ≤ R for all t ∈ [−NT,NT ],
for each N ∈ N. Then ‖ũ‖∞ ≤ R. Moreover, such a solution ũ(t) is the
limit of a subsequence (ũn)n of the sequence of the periodic solutions un(t).

We claim that

• 0 < ũ(t) < r on I+
i , if si = 0;

• r < ũ(t̂i) < R for some t̂i ∈ I+
i , if si = 1;

• 0 < ũ(t) < r on I−i , for all i ∈ Z.

To prove our claim, let us fix i ∈ Z and consider the interval I+
i introduced

in (5.3.3). For each n ≥ |i| (and n ≥ n0) the periodic solution un(t) is
defined on R and such that 0 < un(t) < r for all t ∈ I+

i , if si = 0, or
maxt∈I+i

un(t) > r, if si = 1. Passing to the limit on the subsequence (ũn)n,

we obtain that
0 ≤ ũ(t) ≤ r, ∀ t ∈ I+

i , if si = 0,

or
max
t∈I+i

ũ(t) ≥ r, if si = 1,
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respectively. With the same argument we also prove that

0 ≤ ũ(t) ≤ r, ∀ t ∈ I−i , ∀ i ∈ Z.

By Remark 4.3.8 we get that ũ(t) < R∗ ≤ R, for all t ∈ R. Moreover, since
there exists at least one index i ∈ Z such that si = 1, we know that ũ is
not identically zero. Hence, a maximum principle argument shows that ũ(t)
never vanishes. In conclusion, we have proved that

0 < ũ(t) < R, ∀ t ∈ R.

Next, we observe that

max
t∈I+i

ũ(t) 6= r, ∀ i ∈ Z.

Indeed, this is a consequence of Remark 4.3.10, using the fact that the
solution ũ(t) is upper bounded by R∗ and, at the beginning, µ has been
chosen large enough (note also that we apply that result in the case m = 1
and therefore the sets I+

i + `T of Remark 4.3.10 reduce, in our case, to the
intervals [0, τ ] + `T ). Finally, using Remark 4.3.12 we also deduce that

ũ(t) < r, ∀ t ∈ I−i , ∀ i ∈ Z.

Our claim is thus verified and this completes the proof of the theorem.

For the equation

u′′ +
(
a+(t)− µa−(t)

)
u3 = 0,

a version of Theorem 5.3.1 has been recently obtained in [17], under the
supplementary condition that in the strings of symbols the consecutive se-
quences of zeros are bounded in length. The proof of [17, Theorem 2.1] and
ours are completely different (the former one relies on variational techniques,
ours on degree theory). Our new contribution is twofold: on one side, we
can deal with non Hamiltonian systems (indeed we can consider also a term
of the form cu′) and with a nonlinearity g(s) which is not positively homo-
geneous; on the other hand, our approach allows to remove the condition on
bounded sequences of consecutive zeros. In any case, the two results are not
completely comparable since the way to associate a solution to a given string
of symbols is different: the symbols 0 and 1 in our case are associated to the
maximum of a solution on I+

i , while in [17, Theorem 2.1] are associated to
an integral norm on the same interval.

We remark that Theorem 5.3.1 can be generalized at the same extent
like Theorem 5.2.3 generalizes Theorem 5.2.2. Indeed, combining the proofs
of Theorem 5.2.3 and Theorem 5.3.1, we can obtain the following result (the
proof is omitted).
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Theorem 5.3.2. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗) with minimal period T . Let g : R+ → R+ be a continuous
function satisfying (g∗),

g0 = 0 and g∞ > max
i=1,...,m

λi1.

Then there exist 0 < r < R and µ∗∗ > 0 such that, for all µ > µ∗∗,
given any two-sided sequence S = (s`)`∈Z in the alphabet A := {0, 1}m and
not identically zero, there exists at least a positive solution u(t) = uS(t) of
equation (Eµ) such that ‖u‖∞ < R and the following properties hold (where
we set s` = (si`)i=1,...,m, for each ` ∈ Z):

• 0 < u(t) < r on I+
i + `T , if si` = 0;

• r < u(t̂) < R for some t̂ ∈ I+
i + `T , if si` = 1;

• 0 < u(t) < r on I−i + `T , for all i ∈ {1, . . . ,m} and for all ` ∈ Z.

5.4 Obtaining subharmonic solutions by means of
the Poincaré-Birkhoff fixed point theorem

In this second part of the chapter, we present a different approach that
provides existence of positive subharmonic solutions for nonlinear second
order ODEs with indefinite weight. To describe our results, throughout this
introductory section we focus our attention on the superlinear indefinite
equation

u′′ + a(t)up = 0, (5.4.1)

with a(t) a sign-changing T -periodic function and p > 1, which has been
indeed the main motivation for our investigation.

A first crucial observation is that a mean value condition on a(t) turns
out to be necessary for the existence of positive kT -periodic solutions (with
k ≥ 1 an integer number); indeed, dividing equation (5.4.1) by u(t)p and
integrating on [0, kT ], one readily obtains∫ kT

0
a(t) dt = −p

∫ kT

0

(
u′(t)

u(t)p

)2

u(t)p−1 dt,

so that (recalling that a(t) is T -periodic)∫ T

0
a(t) dt < 0. (5.4.2)

This fact was already observed in the introduction of Chapter 3.
In Chapter 3, a topological approach (based on Mawhin’s coincidence

degree) was introduced to prove that the mean value condition (5.4.2) guar-
antees the existence of a positive T -periodic solution for a large class of
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indefinite equations including (5.4.1). On one hand, this result seems to be
optimal (in the sense that no more than one T -periodic solution can be ex-
pected for a general weight function with negative mean value); on the other
hand, however, it is known that positive solutions to (5.4.1) can exhibit com-
plex behavior for special choices of the weight function a(t), as shown in the
first part of the present chapter. Namely, whenever a(t) has large negative
part, equation (5.4.1) has infinitely many positive subharmonic solutions,
as well as globally defined positive solutions with chaotic-like multibumb
behavior.

It appears therefore a quite natural question if the sharp mean value
condition (5.4.2), besides implying the existence of a positive T -periodic
solution to (5.4.1), also guarantees the existence of positive subharmonic
solutions. Quite unexpectedly, as a corollary of our main results, we are
able to show that the answer is always affirmative .

Theorem 5.4.1. Assume that a : R→ R is a sign-changing continuous and
T -periodic function, having a finite number of zeros in [0, T [ and satisfying
the mean value condition (5.4.2). Then, equation (5.4.1) has a positive T -
periodic solution, as well as positive subharmonic solutions of order k, for
any large integer number k.

Actually, the assumptions on the weight function a(t) can be consider-
ably weakened and the conclusion about the number of subharmonic solu-
tions obtained can be made much more precise. We refer to Section 5.6 for
more general statements.

Let us emphasize that investigating the existence of subharmonic solu-
tions for time-periodic ODEs is often a quite delicate issue, the more difficult
point being the proof of the minimality of the period. In Theorem 5.4.1,
kT -periodic solutions uk(t) are found (for k large enough) oscillating around
a T -periodic solution u∗(t) and a precise information on the number of zeros
of uk(t) − u∗(t) is the key point in showing that kT is the minimal period
of uk(t). This approach, based on the celebrated Poincaré-Birkhoff fixed
point theorem (cf. [57, 87, 96, 114]), was introduced (and then applied to
Ambrosetti-Prodi type periodic problems) in the paper [39], to which we also
refer for a quite complete bibliography about the theme of subharmonic solu-
tions. It is worth noticing, however, that the application to equation (5.4.1)
of the method described in [39] is not straightforward. First, due to the
superlinear character of the nonlinearity, we cannot guarantee (as needed
for the application of dynamical systems techniques) the global continuabil-
ity of solutions to (5.4.1) (see [47]) and some careful a priori bounds have
to be performed. Second, due to the indefinite character of the equation,
it seems impossible to perform explicit estimates on the solutions in order
to prove the needed twist-condition of the Poincaré-Birkhoff theorem. To
overcome this difficulty, we first use an idea from [35] to develop an abstract
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variant of the main result in [39], replacing an explicit estimate on the pos-
itive T -periodic solution u∗(t) with an information about its Morse index.
Using a clever trick by Brown and Hess (cf. [44]), such an information is
then easily achieved. We emphasize this simple property here, since it is the
crucial point for our arguments: any positive T -periodic solution of (5.4.1)
has non-zero Morse index.

Let us finally recall that variational methods can be an alternative tool
for the study of subharmonic solutions. In this case, information about the
minimality of the period can be often achieved with careful level estimates
(see, among others, [86, 167]). Maybe this technique can be successfully
applied also to the superlinear indefinite equation (5.4.1); however, it has to
be noticed that usually results obtained via a symplectic approach (namely,
using the Poincaré-Birkhoff theorem) give sharper information (see [35, 39]).

In Section 5.5 we present, on the lines of [35, 39], an auxiliary result en-
suring, for a quite broad class of nonlinearities, the existence of subharmonic
solutions oscillating around a T -periodic solution with non-zero Morse in-
dex. In Section 5.6 we state our main results, dealing with equations of
the type u′′ + a(t)g(u) = 0 with a(t) satisfying (5.4.2) and g(u) defined on
a (possibly bounded) interval of the type [0, d[; roughly speaking, we have
that the existence of positive subharmonic solutions (oscillating around a
positive T -periodic solution) is always guaranteed whenever g(u) is super-
linear at zero and strictly convex, with g(u)/u large enough near u = d.
Applications are given to equations superlinear at infinity (thus generalizing
Theorem 5.4.1), to equations with a singularity as well as to parameter-
dependent equations. In Section 5.7 we give the proof of these results; in
more detail, we first prove (using a degree approach, together with the trick
in [44]) the existence of a positive T -periodic solution with non-zero Morse
index and we then apply the results of Section 5.5 to obtain the desired
positive subharmonic solutions around it. Section 5.8 is devoted to some
conclusive comments about our investigation.

5.5 Morse index, Poincaré-Birkhoff theorem, sub-
harmonics

In this section, we present our auxiliary result for the search of subhar-
monic solutions to scalar second order ODEs of the type

u′′ + h(t, u) = 0, (5.5.1)

where h : R× R→ R is a function T -periodic in the first variable (for some
T > 0). Motivated by the applications to equations like (5.4.1) with a ∈
L1([0, T ]), we set up our result in a Carathéodory setting. More precisely, we
assume that the function h(t, u) is measurable in the t-variable, continuously
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differentiable in the u-variable and satisfies the following condition: for any
r > 0, there exists mr ∈ L1([0, T ]) such that |h(t, u)| + |∂uh(t, u)| ≤ mr(t)
for a.e t ∈ [0, T ] and for every u ∈ R with |u| ≤ r. Of course, in view of
this assumption, solutions to (5.5.1) will be meant in the generalized sense,
i.e. W 2,1

loc -functions satisfying equation (5.5.1) for a.e. t.
Finally, we introduce the following notation. For any q ∈ L1([0, T ]), we

denote by λ0(q) the principal eigenvalue of the linear problem

v′′ + (λ+ q(t))v = 0, (5.5.2)

with T -periodic boundary conditions. As well known (see, for instance,
[55, ch. 8, Theorem 2.1] and [122, Theorem 2.1]) λ0(q) exists and is the
unique real number such that the linear equation (5.5.2) admits one-signed
T -periodic solutions. Recalling that, by definition, the Morse index m(q)
of the linear equation v′′ + q(t)v = 0 is the number of (strictly) negative
T -periodic eigenvalues of (5.5.2), we immediately see that λ0(q) < 0 if and
only if m(q) ≥ 1.

We are now in position to state the following result.

Proposition 5.5.1. Let h(t, u) be as above and assume that the global con-
tinuability for the solutions to (5.5.1) is guaranteed. Moreover, suppose that:

(i) there exists a T -periodic solution u∗(t) of (5.5.1) satisfying

λ0(∂uh(t, u∗(t))) < 0; (5.5.3)

(ii) there exists a T -periodic function α ∈W 2,1
loc (R) satisfying

α′′(t) + h(t, α(t)) ≥ 0, for a.e. t ∈ R, (5.5.4)

and
α(t) < u∗(t), for any t ∈ R.

Then there exists k∗ ≥ 1 such that for any integer k ≥ k∗ there exists an
integer mk ≥ 1 such that, for any integer j relatively prime with k and such

that 1 ≤ j ≤ mk, equation (5.5.1) has two subharmonic solutions u
(1)
k,j(t),

u
(2)
k,j(t) of order k (not belonging to the same periodicity class), such that,

for i = 1, 2, u
(i)
k,j(t)− u

∗(t) has exactly 2j zeros in the interval [0, kT [ and

α(t) ≤ u(i)
k,j(t), for any t ∈ R. (5.5.5)

Incidentally, we observe that Proposition 5.5.1 in particular ensures that
equation (5.5.1) has two subharmonic solutions of order k (not belonging to
the same periodicity class) for any large integer k (just, take j = 1 in the
above statement).



5.5. Morse index, Poincaré-Birkhoff theorem, subharmonics 155

Remark 5.5.1. Let us recall that a T -periodic function α ∈W 2,1
loc (R) satis-

fying (5.5.4) is a lower solution for the T -periodic problem associated with
(5.5.1) (weaker notions of lower/upper solutions could be introduced in the
Carathéodory setting, see [61]). Clearly, if α(t) is a T -periodic solution of
(5.5.1), then α(t) is a T -periodic lower solution; in this case, due to the

uniqueness for the Cauchy problems, (5.5.5) implies that α(t) < u
(i)
k,j(t) for

any t. C

Proposition 5.5.1 is a variant of [39, Theorem 2.2] (actually, [39, Theo-
rem 2.2] deals with the symmetric case assuming the existence of an upper
solution β(t) > u∗(t)). However, some care is needed in comparing the two
results. First, [39, Theorem 2.2] is stated for h(t, u) smooth; the general-
ization to the Carathéodory setting in this case is not completely straight-
forward. Second, the assumption corresponding to (i) in [39, Theorem 2.2]
reads as ∫ T

0
∂uh(t, u∗(t)) dt > 0. (5.5.6)

The possibility of replacing this explicit condition with the abstract assump-
tion λ0(∂uh(t, u∗(t))) < 0 has been discussed in [35, Theorem 2.1] (actually,
in [35, Theorem 2.1] the case u∗(t) ≡ 0 is taken into account, but, the two
situations are equivalent via the linear change of variable given in the proof
of [39, Proposition 1]). In that paper the assumption ρ(∂uh(t, u∗(t))) > 0
is used, where ρ(q) is the Moser rotation number (see [142]) of the linear
equation v′′+ q(t)v = 0. However, it is very well known in the theory of the
Hill’s equation (see, for instance, [91, Proposition 2.1]) that ρ(q) > 0 if and
only if λ0(q) < 0 (that is, if and only if the equation v′′ + q(t)v = 0 is not
disconjugate).

Related results, yielding the existence and the multiplicity of harmonic
(i.e. T -periodic) solutions according to the interaction of the nonlinearity
with (non-principal) eigenvalues, can be found in [125, 126, 181].

Now, we provide just a sketch of the proof of Proposition 5.5.1, based
on the Poincaré-Birkhoff fixed point theorem, referring to previous papers
(in particular, to [35, 39]) for the most standard steps.

Sketch of the proof of Proposition 5.5.1. We define the truncated function

h̃(t, u) :=

{
h(t, α(t)), if u ≤ α(t);

h(t, u), if u > α(t);

and we set

h∗(t, v) := h̃(t, u∗(t) + v)− h(t, u∗(t)), (t, v) ∈ R2.

Then, we consider the equation

v′′ + h∗(t, v) = 0. (5.5.7)
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The following fact is easily proved, using maximum principle-type arguments
(see [39, p. 95]).

(F) If v(t) is a sign-changing kT -period solutions of (5.5.7) (for some in-
teger k ≥ 1) then v(t) ≥ α(t)− u∗(t) for any t ∈ R.

Now, we observe that both uniqueness and global continuability for the solu-
tions to the Cauchy problems associated with (5.5.7) are ensured; moreover,
since u∗(t) > α(t), the constant function v ≡ 0 is a solution of (5.5.7).
We can therefore transform (5.5.7) into an equivalent first order system
in R2 \ {0}, passing to clockwise polar coordinates v(t) = r(t) cos θ(t),
v′(t) = −r(t) sin θ(t).

We claim that:

(A1) there exists an integer k∗ ≥ 1 such that, for any integer k ≥ k∗, there
exist an integer mk ≥ 1 and r∗ > 0 such that any solution (r(t), θ(t))
with r(0) = r∗ satisfies θ(kT )− θ(0) > 2πmk;

(A2) for any integer k ≥ k∗ there exists R∗ > r∗ such that any solution
(r(t), θ(t)) with r(0) = R∗ satisfies θ(kT )− θ(0) < 2π.

From the above facts, it follows that the Poincaré-Birkhoff theorem (in the
generalized version for non-invariant annuli, see [69, 159] and also [38, § 5])
can be applied, giving, for any k ≥ k∗ and any 1 ≤ j ≤ mk, the existence

of two kT -periodic solutions v
(i)
k,j(t) (i = 1, 2) to equation (5.5.7) having

exactly 2j zeros on [0, kT [. Using (F), it is then immediate to see that

u
(i)
k,j(t) := v

(i)
k,j(t)+u∗(t) is a kT -periodic solution of (5.5.1), satisfying (5.5.5)

and such that u
(i)
k,j(t)−u

∗(t) has exactly 2j zeros in the interval [0, kT [. The

fact that, for j and k relatively prime, u
(i)
k,j(t) is a subharmonic solution

of order k is also easily verified, while u
(1)
k,j(t) and u

(2)
k,j(t) are not in the

same periodicity class due to a standard corollary of the Poincaré-Birkhoff
theorem for the iterates of a map. For more details on the application of
this method, we refer to [29, 126, 181].

To conclude the proof, we then have to verify the claims (A1) and (A2).
As for the first one, it can be proved exactly as in [35, Proof of Theorem 2.1]
(see also [35, Remark 2.2]). The fact that we are working in a Carathéodory
setting does not cause here serious difficulties, since the dominated conver-
gence theorem easily yields h∗(·, v)/v → ∂uh(·, u∗(·)) in L1([0, T ]) for v → 0,
and this is enough to use continuous dependence arguments as in [35]. On
the other hand, the proof of (A2) is more delicate (especially when dealing
with Carathéodory functions) and we prefer to give some more details. We
are going to use a trick based on modified polar coordinates, introduced in
[77] (see also [29]). More precisely, for any µ > 0, we write

v(t) =
rµ(t)

µ
cos θµ(t), v′(t) = −rµ(t) sin θµ(t);
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for further convenience we also compute

θ′µ(t) = µ
v′(t)2 − v(t)v′′(t)

µ2v(t)2 + v′(t)2
. (5.5.8)

The angular coordinates θ and θµ are in general different. However, the
angular width of any quadrant of the plane is π/2 also if measured using
the angle θµ. As a consequence, recalling (5.5.8) we can write the formula

1

4
=

µ

2π

∫ t2

t1

v′(t)2 − v(t)v′′(t)

µ2v(t)2 + v′(t)2
dt, (5.5.9)

valid whenever t1, t2 are such that t1 < t2, v(t1) = 0 = v′(t2) (or viceversa)
and (v(t), v′(t)) belongs to the same quadrant for t ∈ [t1, t2]. We stress that
(5.5.9) holds for any µ > 0.

We can now give the proof. Preliminarily, we observe that, using the
Carathéodory condition together with the definition of h∗(t, v), we can ob-
tain

|h∗(t, v)| ≤ b(t), a.e. t ∈ [0, T ], ∀ v ≤ 0, (5.5.10)

where b ∈ L1([0, T ]). We now fix an integer k ≥ k∗ and take µ > 0 so small
that

µkT

2π
≤ 1

16
. (5.5.11)

In view of the global continuability of the solutions, there exists R∗ > 0
large enough such that r(0) = R∗ implies that

rµ(t)2 = µ2v(t)2 + v′(t)2 ≥
(

8k‖b‖L1([0,T ])

π

)2

, ∀ t ∈ [0, kT ]. (5.5.12)

At this point, assume by contradiction that θ(kT )−θ(0) ≥ 2π for a solution
with r(0) = R∗. Then it is not difficult to see that there exist t1, t2 ∈ [0, kT ]
with t1 < t2 and such that either v(t1) = 0 = v′(t2) and (v(t), v′(t)) belongs
to the third quadrant for t ∈ [t1, t2] or v′(t1) = 0 = v(t2) and (v(t), v′(t))
belongs to the fourth quadrant for t ∈ [t1, t2]. As a consequence, on one
hand (5.5.9) holds true; on the other hand, since v(t) ≤ 0 for t ∈ [t1, t2] we
can use (5.5.10) so as to obtain

|v(t)v′′(t)| ≤ b(t)|v(t)|, a.e. t ∈ [t1, t2].

Combining these two facts, we find

1

4
≤ µ

2π

∫ t2

t1

v′(t)2

µ2v(t)2 + v′(t)2
dt+

1

2π

∫ t2

t1

b(t)rµ(t)| cos θµ(t)|
rµ(t)2

dt

≤ µkT

2π
+
k‖b‖L1([0,T ])

2π

1

mint∈[0,kT ] rµ(t)
.

Using (5.5.11) and (5.5.12), we finally obtain 1
4 ≤

1
16 + 1

16 = 1
8 , a contradic-

tion.
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Remark 5.5.2. We underline that, although related, conditions (5.5.3) and
(5.5.6) are not equivalent. More precisely, given a general weight function
q ∈ L1([0, T ]), ∫ T

0
q(t) dt > 0 =⇒ λ0(q) < 0 (5.5.13)

as an easy consequence of the variational characterization of the principal
eigenvalue (see [122, Theorem 4.2])

λ0(q) = inf
v∈H1

T

∫ T
0

(
v′(t)2 − q(t)v(t)2

)
dt∫ T

0 v(t)2 dt
(5.5.14)

(just, take v ≡ 1 in the above formula; H1
T denotes the Sobolev space of

T -periodic H1
loc-functions). Of course, (5.5.14) also implies that

q(t) ≤ 0 =⇒ λ0(q) ≥ 0

but there exist (sign-changing) weights q(t) such that
∫ T

0 q(t) dt ≤ 0 and
λ0(q) < 0, showing that the converse of (5.5.13) is not true. Explicit exam-
ples can be constructed, for instance, as in [29, Remark 3.5]. An even more
interesting example will be given later (see Remark 5.7.3), showing that the
possibility of replacing (5.5.6) with the weaker assumption (5.5.3) is crucial
for our purposes. C

5.6 Statement of the existence results

In this section, we state our main results, dealing with positive solutions
to equations of the type

u′′ + a(t)g(u) = 0. (5.6.1)

We always assume that g ∈ C2(I), with I ⊆ R+ a right neighborhood of
s = 0, and satisfies the following conditions:

(g1) g(0) = 0

(g2) g′(0) = 0

(g3) g′′(s) > 0, for every s ∈ I \ {0}.

Hence, g(s) is superlinear at zero and strictly convex. Incidentally, notice
that from (g1), (g2) and (g3) it follows that g(s) is strictly increasing; in
particular

g(s) > 0, for every s ∈ I \ {0},
which implies that the only constant solution to (5.6.1) is the trivial one,
i.e. u ≡ 0.

As for the weight function, we suppose that a : R → R is a T -periodic
and locally integrable function satisfying the following condition.
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(a∗) There exist m ≥ 1 intervals I+
1 , . . . , I

+
m, closed and pairwise disjoint

in the quotient space R/TZ, such that

a(t) ≥ 0, a.e. t ∈ I+
i , a(t) 6≡ 0 on I+

i , for i = 1, . . . ,m;

a(t) ≤ 0, a.e. t ∈ (R/TZ) \
m⋃
i=1

I+
i .

Moreover, motivated by the discussion in the introductive Section 5.4, we
suppose that the mean value condition

(a#)

∫ T

0
a(t) dt < 0

holds true.
Of course, by a solution to equation (5.6.1) we mean a function u ∈W 2,1

loc ,
with u(t) ∈ I for any t and solving (5.6.1) for a.e. t. Notice that, since
I ⊆ R+, any solution is a non-negative function; as usual, we say that a
solution is positive if u(t) > 0 for any t.

As a first result, we provide a statement generalizing Theorem 5.4.1
given for equation (5.4.1). More precisely, we show that the existence of
positive subharmonic solutions to (5.6.1) is ensured for any function g(s)
which satisfies (g1), (g2), (g3) for I = R+ and which is superlinear at infinity.
Needless to say, this is the case for the model nonlinearity g(s) = sp with
p > 1.

Theorem 5.6.1. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗) and (a#). Let g ∈ C2(R+) satisfy (g1), (g2) and (g3), as well
as

(g4) lim
s→+∞

g(s)

s
= +∞.

Then, there exists a positive T -periodic solution u∗(t) of (5.6.1); moreover,
there exists k∗ ≥ 1 such that for any integer k ≥ k∗ there exists an integer
mk ≥ 1 such that, for any integer j relatively prime with k and such that

1 ≤ j ≤ mk, equation (5.6.1) has two positive subharmonic solutions u
(i)
k,j(t)

(i = 1, 2) of order k (not belonging to the same periodicity class), such that

u
(i)
k,j(t)− u

∗(t) has exactly 2j zeros in the interval [0, kT [.

In our second result, we deal with the case I = [0, δ[, with δ > 0 finite,
assuming a singular behavior for g(s) when s→ δ−.

Theorem 5.6.2. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗) and (a#). Let g ∈ C2([0, δ[) (for some δ > 0 finite) satisfy
(g1), (g2) and (g3), as well as

(g′4) lim
s→δ−

g(s) = +∞.
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Then, there exists a positive T -periodic solution u∗(t) of (5.6.1); moreover,
there exists k∗ ≥ 1 such that for any integer k ≥ k∗ there exists an integer
mk ≥ 1 such that, for any integer j relatively prime with k and such that

1 ≤ j ≤ mk, equation (5.6.1) has two positive subharmonic solutions u
(i)
k,j(t)

(i = 1, 2) of order k (not belonging to the same periodicity class), such that

u
(i)
k,j(t)− u

∗(t) has exactly 2j zeros in the interval [0, kT [.

We mention that singular equations with indefinite weight were consid-
ered in [42, 176, 177]. More precisely, these papers deal with equations like
u′′ + a(t)/uσ = 0, where σ > 0. Our setting is different and Theorem 5.6.2
applies for instance to the equation

u′′ + a(t)
uγ

1− uσ
= 0, (5.6.2)

for γ > 1 and σ ≥ 1. To the best of our knowledge, even the mere existence
of a positive T -periodic solution to (5.6.2) is a fact which has never been
noticed.

Finally, we give a purely local result. More precisely, we just assume
(g1), (g2) and (g3) in a bounded interval I = [0, ρ], with ρ > 0 finite; on the
other hand, we deal with an equation depending on a real parameter and
we manage to obtain the result by varying it.

Theorem 5.6.3. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗) and (a#). Let g ∈ C2([0, ρ]) (for some ρ > 0) satisfy (g1),
(g2) and (g3). Then, there exists λ∗ > 0 such that for any λ > λ∗ there exists
a positive T -periodic solution u∗(t) of the parameter-dependent equation

u′′ + λa(t)g(u) = 0 (5.6.3)

satisfying maxt∈R u
∗(t) < ρ. Moreover, there exists k∗ ≥ 1 such that for any

integer k ≥ k∗ there exists an integer mk ≥ 1 such that, for any integer j
relatively prime with k and such that 1 ≤ j ≤ mk, equation (5.6.3) has two

positive subharmonic solutions u
(i)
k,j(t) (i = 1, 2) of order k (not belonging to

the same periodicity class), with maxt∈R u
(i)
k,j(t) < ρ and such that u

(i)
k,j(t)−

u∗(t) has exactly 2j zeros in the interval [0, kT [.

Of course, in the above statement g(s) may be defined also for s > ρ,
but no assumptions on its behavior are made. For instance, we can apply
Theorem 5.6.3 to parameter-dependent equations like

u′′ + λa(t)
uγ

1 + uσ
= 0, (5.6.4)

with σ ≥ γ − 1 > 0, obtaining the following: for any ρ > 0 small enough,
there exists λ∗ = λ∗(ρ) > 0 such that for any λ > λ∗ equation (5.6.4) has
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a positive T -periodic solution as well as positive subharmonic solutions of
any large order; all these periodic solutions, moreover, have maximum less
than ρ. In such a way, in the direction of proving the existence of posi-
tive subharmonics, we can complement recent results dealing with positive
harmonic solutions in the asymptotically linear case σ = γ − 1 (see Corol-
lary 3.2.7) and in the sublinear one σ > γ− 1 (see Chapter 6 and [36]). It is
worth noticing that, according to Theorem 6.5.3, in this latter case a further
positive T -periodic solution (having maximum greater than ρ) to (5.6.4) ap-
pears. This second solution is expected to have typically zero Morse index,
and no positive subharmonic solutions oscillating around it.

5.7 Proof of the existence results

In this section we provide the proof of the results presented in Section 5.6.
Actually, we are going to give and prove a further statement, which looks
slightly more technical but has the advantage of unifying all the situations
considered in Theorem 5.6.1, Theorem 5.6.2 and Theorem 5.6.3.

Henceforth, we deal with the equation

u′′ + a(t)f(u) = 0, (5.7.1)

where f ∈ C2([0, ρ]), for some ρ > 0 finite, and satisfies:

(f1) f(0) = 0

(f2) f ′(0) = 0

(f3) f ′′(s) > 0, for every s ∈ ]0, ρ].

Accordingly, by a solution to equation (5.7.1) we mean a function u ∈W 2,1
loc ,

with 0 ≤ u(t) ≤ ρ for any t and solving (5.7.1) in the Carathéodory sense; a
solution is said to be positive if u(t) > 0 for any t.

In this setting, the following result can be given.

Theorem 5.7.1. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗) and (a#). Then there exist two real constants M1 ∈ ]0, 1[ and
M2 > 0 such that, for any ρ > 0 and for any f ∈ C2([0, ρ]) satisfying (f1),
(f2), (f3) and

(f4)
f(M1ρ)

M1ρ
> M2,

the following holds true: there exists a positive T -periodic solution u∗(t)
of (5.7.1) with maxt∈R u

∗(t) < ρ; moreover, there exists k∗ ≥ 1 such that
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for any integer k ≥ k∗ there exists an integer mk ≥ 1 such that, for any
integer j relatively prime with k and such that 1 ≤ j ≤ mk, equation (5.7.1)

has two positive subharmonic solutions u
(i)
k,j(t) (i = 1, 2) of order k (not

belonging to the same periodicity class), with maxt∈R u
(i)
k,j(t) < ρ and such

that u
(i)
k,j(t)− u

∗(t) has exactly 2j zeros in the interval [0, kT [.

It is clear that all the theorems in Section 5.6 follows from Theorem 5.7.1.
More precisely:

• in order to obtain Theorem 5.6.1, we take f = g and ρ > 0 large
enough: then (f1), (f2), (f3) correspond to (g1), (g2), (g3), while (f4)
comes from (g4);

• in order to obtain Theorem 5.6.2, we take f = g and ρ < δ with δ − ρ
small enough: then (f1), (f2), (f3) correspond to (g1), (g2), (g3), while
(f4) comes from (g′4);

• in order to obtain Theorem 5.6.3, we take f = λg: then (f1), (f2), (f3)
correspond to (g1), (g2), (g3) (independently on λ > 0), while (f4) is
certainly satisfied for λ > 0 large enough.

Now we are going to prove Theorem 5.7.1. Wishing to apply Propo-
sition 5.5.1, we proceed as follows. First, we define an extension f̂(s) of
f(s) for s ≥ ρ, having linear growth at infinity and thus ensuring the global
continuability of the (positive) solutions of u′′ + a(t)f̂(u); in doing this, we
need to check that any periodic solution of this modified equation is actually
smaller than ρ, thus solving the original equation u′′ + a(t)f(u) = 0. This
is the most technical part of the proof (producing the constants M1,M2

appearing in assumption (f4)) and is developed in Section 5.7.1. Second, in
Section 5.7.2, using a degree theoretic approach (and taking advantage of
the a priori bound given in the previous section), we prove the existence of
a positive T -periodic solution of u′′ + a(t)f(u) = 0. Third, in Section 5.7.3
we provide the desired Morse index information. The easy conclusion of
the proof is finally given in Section 5.7.4 (we just notice here that the exis-
tence of a lower solution α(t) < u∗(t) is straightforward, since we can take
α(t) ≡ 0).

It is worth noticing that condition (f3) (requiring in particular that f ∈
C2) will be essential only in Section 5.7.3. For this reason, we carry out the
discussion in Section 5.7.1 and Section 5.7.2 (containing results which may
have some independent interests) in a slightly more general setting than the
one in Theorem 5.7.1.

5.7.1 The a priori bound

In this section, we prove an a priori bound valid for periodic solutions
of (5.7.1) as well as for periodic solutions of a related equation (see (5.7.3)
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below). This will be useful both for the application of Proposition 5.5.1
(requiring a globally defined nonlinearity) and for the degree approach dis-
cussed in the Section 5.7.2.

As already anticipated, in this section we do not assume all the conditions
on f(s) required in Theorem 5.7.1. More precisely, we are going to deal with
continuously differentiable functions f : [0, ρ] → R+ satisfying (f1) and the
following condition

(f∗) f(s) > 0, for every s ∈ ]0, ρ].

Moreover, instead of (f3) we just suppose that f(s) is a convex function,
namely

f(ϑs1 + (1− ϑ)s2) ≤ ϑf(s1) + (1− ϑ)f(s2), ∀ s1, s2 ∈ [0, ρ], ∀ϑ ∈ [0, 1].

For further convenience, we observe that from the above conditions it
follows that f(s) is non-decreasing and such that s 7→ f(s)/s is a non-
decreasing map in ]0, ρ]. Indeed, let 0 < s1 < s2 and let ϑ ∈ [0, 1] be such
that s1 = ϑs2. Then, we have

f(s1) = f(ϑs2 + (1− ϑ)0) ≤ ϑf(s2) + (1− ϑ)f(0) =
s1

s2
f(s2)

and thus the map s 7→ f(s)/s is non-decreasing in ]0, ρ]. Consequently, we
immediately obtain that s 7→ f(s) is a non-decreasing map in [0, ρ], since it
is the product of two non-decreasing positive maps in ]0, ρ].

We also recall that a function f ∈ C1([0, ρ]) is convex if and only if f(s)
lies above all of its tangents, hence

f(s1) ≥ f(s2) + f ′(s2)(s1 − s2), ∀ s1, s2 ∈ [0, ρ].

Using (f1), (f∗) and the above inequality (with s1 = 0 and s2 = ρ), we
immediately obtain

f ′(ρ) ≥ f(ρ)

ρ
> 0.

With this in mind, we introduce the extension f̂ : R+ → R defined as

f̂(s) :=

{
f(s), if s ∈ [0, ρ];

f(ρ) + f ′(ρ)(s− ρ), if s ∈ ]ρ,+∞[.
(5.7.2)

It is easily seen that the map f̂(s) is continuously differentiable, convex,
non-decreasing and such that f̂(s) > 0 for all s > 0. Then, arguing as
above, we immediately obtain that the map s 7→ f̂(s)/s is non-decreasing
as well.
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We are now in a position to state our technical result (whose proof
benefits from some arguments developed in [93, p. 421] and in Lemma 7.4.1)
giving a priori bounds for periodic solutions of the equation

u′′ + a(t)f̂(u) + ν1⋃m
i=1 I

+
i

(t) = 0, (5.7.3)

where ν ≥ 0 and 1⋃m
i=1 I

+
i

denotes the indicator function of the set
⋃m
i=1 I

+
i .

Incidentally, notice that neither the mean value condition (a#) nor the su-
perlinearity assumption at zero (f2) are required in the statement below.

Lemma 5.7.1. Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Then there exist two real constants M1 ∈ ]0, 1[ and M2 > 0
such that, for every ρ > 0, for every convex function f ∈ C1([0, ρ]) satisfying
(f1), (f∗) and (f4), for every ν ≥ 0 and for every integer k ≥ 1, any kT -
periodic solution u(t) to (5.7.3) satisfies maxt∈R u(t) < ρ.

Proof. According to condition (a∗), we can find 2m+ 1 points

σ1 < τ1 < . . . < σi < τi < . . . < σm < τm < σm+1, with σm+1 − σ1 = T,

such that
I+
i = [σi, τi], i = 1, . . . ,m.

We then fix ε > 0 such that

ε <
|I+
i |
2

and

∫ τi−ε

σi+ε
a+(t) dt > 0, for all i ∈ {1, . . . ,m};

so that the constant

ηε := min
i=1,...,m

∫ τi−ε

σi+ε
a+(t) dt

is well-defined and positive. Next, we define the constants

M1 :=
ε

max
i=1,...,m

|I+
i |

and M2 :=
2

M1εηε
.

Notice that M1 ∈ ]0, 1[, since ε < |I+
i |, for all i = 1, . . . ,m. We stress that

M1 and M2 depend only on the weight function a(t).
Let us consider an arbitrary ν ≥ 0 and an arbitrary convex function

f ∈ C1([0, ρ]) satisfying (f1), (f∗) and (f4). By contradiction, we suppose
that u(t) is a kT -periodic solution of (5.7.3) such that

max
t∈R

u(t) =: ρ∗ ≥ ρ.

Setting I+
i,` := I+

i + `T (for i = 1, . . . ,m and ` ∈ Z), the convexity of u(t) on

R \
⋃
i,` I

+
i,` ensures that the maximum is attained in some I+

i,`. Accordingly,
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we can suppose that there is an index i ∈ {1, . . . ,m} and ` ∈ {0, . . . , k − 1}
such that

max
t∈I+i,`

u(t) = ρ∗.

Up to a relabeling of the intervals I+
i,`, we can also suppose ` = 0 (notice

that the constants M1 and M2 do not change since a(t) is T -periodic). From
now on, we therefore assume that

max
t∈I+i

u(t) = ρ∗.

From this fact, together with the concavity of u(t) on I+
i , we obtain

u(t) ≥ ρ∗

|I+
i |

min{t− σi, τi − t}, ∀ t ∈ I+
i ,

(cf. [93, p. 420] for a similar estimate) and hence

u(t) ≥ ερ∗

max
i=1,...,m

|I+
i |

= M1ρ
∗, ∀ t ∈ I+

i . (5.7.4)

On the other hand, arguing as in Section 3.3.2 and Section 4.3.3 (with c = 0),
from

|u′(t)| ≤ u(t)

ε
, ∀ t ∈ [σi + ε, τi − ε],

we deduce

|u′(t)| ≤ ρ∗

ε
, ∀ t ∈ [σi + ε, τi − ε]. (5.7.5)

Integrating equation (5.7.3) on [σi + ε, τi − ε] and using (5.7.4), (5.7.5)
and the monotonicity of s 7→ f̂(s), we have

f̂(M1ρ
∗)

∫ τi−ε

σi+ε
a+(t) dt ≤

∫ τi−ε

σi+ε
a+(t)f̂(u(t)) dt =

∫ τi−ε

σi+ε

(
−u′′(t)− ν

)
dt

= u′(σi + ε)− u′(τi − ε)− ν (τi − σi − 2ε) ≤ 2ρ∗

ε
.

Dividing by M1ρ
∗ηε the above inequality and using the monotonicity of the

map s 7→ f̂(s)/s, we obtain

f(M1ρ)

M1ρ
=
f̂(M1ρ)

M1ρ
≤ f̂(M1ρ

∗)

M1ρ∗
≤ 2

M1εηε
= M2,

a contradiction with respect to hypothesis (f4).

Remark 5.7.1. It is worth noticing that, in the above proof, the fact that
u(t) is kT -periodic is used only to ensure, via a convexity argument, that
its maximum is achieved in some positivity interval I+

i . Accordingly, it
is easily seen that the conclusion of Lemma 5.7.1 still holds true for any
globally defined bounded solution of (5.7.3), as well as for solutions defined
on compact intervals and satisfying Dirichlet/Neumann conditions at the
boundary. C
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5.7.2 Existence of T -periodic solutions: a degree approach

In this section, using the topological degree approach introduced in the
previous chapters, we prove the existence of a positive T -periodic solution
of (5.7.1).

Since we are going to take advantage of the a priori bound developed
in Lemma 5.7.1, we assume again that f(s) is a convex function satisfying
(f1), (f∗) and (f4); moreover, now also the superlinearity at zero condition
(f2) and the mean value assumption (a#) play a crucial role.

Proposition 5.7.1. Let a : R→ R be a T -periodic locally integrable function
satisfying (a∗) and (a#). Let f ∈ C1([0, ρ]) be a convex function satisfying
(f1), (f2), (f∗) and (f4) with M1 ∈ ]0, 1[ and M2 > 0 the constants given
in Lemma 5.7.1. Then there exists a positive T -periodic solution u∗(t) of
(5.7.1) such that maxt∈R u

∗(t) < ρ.

Proof. Since this proposition is not a direct consequence of the existence re-
sults of Chapter 3, we prefer to sketch the proof (which is based on Mawhin’s
coincidence degree theory).

First of all, taking into account condition (f1), we introduce the L1-
Carathéodory function

f̃(t, s) :=


−s, if s ≤ 0;

a(t)f(s), if 0 ≤ s ≤ ρ;

a(t)f(ρ), if s ≥ ρ;

and we consider the T -periodic problem associated with

u′′ + f̃(t, u) = 0. (5.7.6)

A standard maximum principle ensures that every T -periodic solution of
(5.7.6) is non-negative; moreover, in view of (f2), if u(t) is a T -periodic
solution of (5.7.6) with u 6≡ 0, then u(t) > 0 for all t (see Lemma C.1.2).

Next, we write the T -periodic problem associated with (5.7.6) as a coin-
cidence equation

Lu = Nu, u ∈ domL. (5.7.7)

As a first observation, let us recall that finding a T -periodic solution of
(5.7.6) is equivalent to solving equation (5.7.6) on [0, T ] together with the
periodic boundary condition

u(0) = u(T ), u′(0) = u′(T ).

Accordingly, let X := C([0, T ]) be the Banach space of continuous functions
u : [0, T ] → R, endowed with the sup-norm ‖u‖∞ := maxt∈[0,T ] |u(t)|, and
let Z := L1([0, T ]) be the Banach space of Lebesgue integrable functions
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v : [0, T ] → R, endowed with the norm ‖v‖L1 :=
∫ T

0 |v(t)| dt. Next we
consider the differential operator

L : u 7→ −u′′,

defined on

domL :=
{
u ∈W 2,1([0, T ]) : u(0) = u(T ), u′(0) = u′(T )

}
⊆ X.

It is easy to prove that L is a linear Fredholm map of index zero. Moreover, in
order to enter the coincidence degree setting, we have to define the projectors
P : X → kerL ∼= R, Q : Z → cokerL ∼= Z/ImL ∼= R, the right inverse
KP : ImL → domL ∩ kerP of L, and the linear (orientation-preserving)
isomorphism J : cokerL → kerL. For the standard positions we refer to
Section 3.1 or to Section 4.2. Finally, let us denote by N : X → Z the
Nemytskii operator induced by the function f̃(t, s), that is

(Nu)(t) := f̃(t, u(t)), t ∈ [0, T ].

With this position, now we prove that there exists an open (bounded)
set Ω ⊆ X, with

Ω ⊆ B(0, ρ) \ {0}, (5.7.8)

such that the coincidence degree DL(L−N,Ω) of L and N in Ω is defined and
different from zero. In this manner, by the existence property of the degree,
there exists at least a nontrivial solution u∗ of (5.7.7) with ‖u∗‖∞ < ρ.
Hence, u∗(t) is a T -periodic solution of (5.7.6). As a consequence of the
maximum principle, as already noticed, this solution is positive; moreover,
being u∗(t) < ρ for any t, it solves the original equation (5.7.1).

We split our argument into three steps. In the following, when referring
to a solution u(t) of (5.7.9) and (5.7.10) we implicitly assume that 0 ≤ u(t) ≤
ρ, for all t ∈ R, since f(s) is defined on [0, ρ].

Step 1. There exists a constant r ∈ ]0, ρ[ such that any T -periodic solution
u(t) of

u′′ + ϑa(t)f(u) = 0, (5.7.9)

for 0 < ϑ ≤ 1, satisfies ‖u‖∞ 6= r.
Indeed, since condition (f2) can be written in the equivalent form

lim
s→0+

f(s)

s
= 0,

we can proceed (by contradiction) exactly as in the proof of Theorem 3.2.2
(thus, we omit the proof).

Step 2. There exists a constant ν0 > 0 such that any T -periodic solution
u(t) of

u′′ + a(t)f(u) + ν1⋃m
i=1 I

+
i

(t) = 0, (5.7.10)
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for ν ∈ [0, ν0], satisfies ‖u‖∞ 6= ρ. Moreover, there are no T -periodic solu-
tions u(t) of (5.7.10) for ν = ν0.

From Lemma 5.7.1 we deduce that, for any ν ≥ 0, every T -periodic
solution u(t) of (5.7.10) satisfies ‖u‖∞ 6= ρ (notice that the definition of the
extension f̃(t, s) for s ≥ ρ has no role in this proof). Next, we fix a constant
ν0 > 0 such that

ν0 >
‖a‖L1 max0≤s≤ρ f(s)∑m

i=1 |I
+
i |

.

We have only to verify that, for ν = ν0, there are no T -periodic solutions
u(t) of (5.7.10). Indeed, if u(t) is a T -periodic solution of (5.7.10) then,
integrating (5.7.10) on [0, T ], we obtain

ν
m∑
i=1

|I+
i | = ν

∫ T

0
1⋃m

i=1 I
+
i

(t) dt ≤
∫ T

0
|a(t)|f(u(t)) dt ≤ ‖a‖L1 max

0≤s≤ρ
f(s),

a contradiction with respect to the choice of ν0.

Step 3. Computation of the degree. First of all, we compute the coincidence
degree on B(0, r). From [132, Theorem 2.4] and Step 1, we obtain that

DL(L−N,B(0, r)) = degB

(
− 1

T

∫ T

0
f̃(t, ·) dt, ]−r, r[, 0

)
= 1. (5.7.11)

For the details, we refer to the proof of Theorem 3.1.1.

Secondly, we compute the coincidence degree on B(0, ρ). From the ho-
motopy invariance of the degree and Step 2, we obtain that

DL(L−N,B(0, ρ)) = 0. (5.7.12)

For the details, we refer to the proof of Theorem 3.1.1.

In conclusion, from (5.7.11), (5.7.12) and the additivity property of the
coincidence degree, we find that

DL(L−N,B(0, ρ) \B[0, r]) = −1.

This ensures the existence of a nontrivial solution u∗ to (5.7.7) with

u∗ ∈ Ω := B(0, ρ) \B[0, r].

Recalling (5.7.8) and the argument explained therein, the proof is concluded.

Remark 5.7.2. The above existence of a positive T -periodic solution to
(5.7.1) could likely be proved under less restrictive assumptions of f(s). In
particular, as shown in Chapter 3, the conclusion in Step 1 is still valid
when f(s) is only continuous and regularly oscillating at zero; on the other
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hand, we expect that Step 2 can be proved (with slightly different argu-
ments) under alternative assumptions not requiring the convexity of f(s).
We have chosen however to take advantage of the a priori bound devel-
oped in Lemma 5.7.1, therefore giving the proof in this simplified setting,
since a convexity assumption will be in any case essential in the subsequent
Section 5.7.3. C

5.7.3 The Morse index computation

In this section we present the (crucial) Morse index computation. As
remarked in Section 5.4, it is based on an algebraic trick already employed
in the proof of [44, Theorem 1], exploiting in an essential way the strict con-
vexity assumption (f3) (together with the sign condition (f∗)). Notice that
all the other assumptions on f(s) and a(t) are not required in Lemma 5.7.2
below, which is indeed an a priori Morse index estimate, valid for positive
T -periodic solutions of (5.7.1) independently of their existence.

Lemma 5.7.2. Let a : R→ R be a T -periodic locally integrable function. Let
f ∈ C2([0, ρ]) satisfy (f∗) and (f3). If u(t) is a positive T -periodic solution
of (5.7.1), then

λ0

(
a(t)f ′(u(t))

)
< 0,

where λ0

(
a(t)f ′(u(t))

)
denotes (as in Section 5.5) the principal eigenvalue

of the T -periodic problem associated with v′′ + (λ+ a(t)f ′(u(t)))v = 0.

Proof. Let u(t) be a positive T -periodic solution of (5.7.1) and let v(t)
be a positive eigenfunction associated to the principal eigenvalue λ0 =
λ0(a(t)f ′(u(t))). Then, v(t) satisfies

v′′ +
(
λ0 + a(t)f ′(u(t))

)
v = 0, (5.7.13)

is T -periodic and v(t) > 0 for all t ∈ R (cf. [55]).

By multiplying (5.7.1) by f ′(u)v we obtain

u′′f ′(u)v + a(t)f(u)f ′(u)v = 0

and, respectively, by multiplying (5.7.13) by f(u) we have

v′′f(u) +
(
λ0 + a(t)f ′(u)

)
vf(u) = 0.

From the above equalities, we therefore immediately deduce

λ0v(t)f(u(t)) = −a(t)f(u(t))f ′(u(t))v(t)− v′′(t)f(u(t))

= u′′(t)f ′(u(t))v(t)− v′′(t)f(u(t)), ∀ t ∈ R.
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Integrating by parts this equality, we obtain

λ0

∫ T

0
v(t)f(u(t)) dt =

∫ T

0

(
u′′(t)f ′(u(t))v(t)− v′′(t)f(u(t))

)
dt

=
[
−v′(t)f(u(t))

]t=T
t=0

+

∫ T

0

(
u′′(t)f ′(u(t))v(t) + v′(t)f ′(u(t))u′(t)

)
dt

=

∫ T

0

(
u′′(t)f ′(u(t))v(t) + v′(t)f ′(u(t))u′(t)

)
dt.

Via a further integration by parts, we find∫ T

0

(
v(t)f ′(u(t))u′′(t) + v′(t)f ′(u(t))u′(t)

)
dt

=
[
v(t)f ′(u(t))u′(t)

]t=T
t=0
−
∫ T

0
v(t)f ′′(u(t))u′(t)2 dt

= −
∫ T

0
v(t)f ′′(u(t))u′(t)2 dt.

In conclusion,

λ0

∫ T

0
v(t)f(u(t)) dt = −

∫ T

0
v(t)f ′′(u(t))u′(t)2 dt.

Observing now that both the above integrals are positive, since v(t) > 0 for
all t ∈ R and f(s) satisfies (f3) and (f∗) (notice that u′(t) 6≡ 0, again in view
of (f∗)), we immediately deduce that

λ0 = λ0

(
a(t)f ′(u(t))

)
< 0.

The lemma is thus proved.

Remark 5.7.3. We observe that Lemma 5.7.2 in particular applies to the
function f(s) = sp with p > 1, implying that, whenever u(t) is a positive
T -periodic solution of u′′+a(t)up = 0, the Morse index of the linear equation

v′′ + p a(t)u(t)p−1v = 0

is non-zero. On the other hand, it is worth noticing that∫ T

0
a(t)u(t)p−1 dt < 0,

as it can be easily seen by writing a(t)u(t)p−1 = u′′(t)/(pu(t)) and inte-
grating by parts (compare with the computation leading to (5.4.2) in Sec-
tion 5.4). This provides an elegant proof of the claim made in Remark 5.5.2,
that is, for a linear equation v′′ + q(t)v = 0, with q(t) sign-changing, the
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mean value condition
∫ T

0 q(t) dt ≤ 0 does not imply that the Morse index
is zero. Furthermore, this fact shows that the main result in [39] is not
applicable to the equation u′′ + a(t)up = 0, emphasizing the essential role
of its abstract variant given in Proposition 5.5.1 (see again the discussion in
Remark 5.5.2). C

Remark 5.7.4. Recalling that the Morse index of a positive T -periodic
solution u(t) of equation (5.7.1) is the Morse index of the linear equation
v′′ + a(t)f ′(u(t))v = 0, Lemma 5.7.2 asserts that any positive T -periodic
solution of (5.7.1) has non-zero Morse index. From a variational point of
view, this implies that u(t), as a critical point of the action functional

J(u) =

∫ T

0

(
1

2
u′(t)2 − a(t)F (u(t))

)
dt, where F (u) :=

∫ u

0
f(ξ) dξ,

is not a local minimum. We stress again that this is an a priori information,
valid for any positive T -periodic solution of (5.7.1); on the other hand, it
requires the global convexity assumption (f3), which is usually not needed for
existence results (see Remark 5.7.2). It appears therefore a natural question
if it is possible to prove, using variational arguments of mountain pass type
(on the lines of [3, 20]), the existence of at least one positive T -periodic
solution with non-zero Morse index, under less restrictive assumptions on
f(s). This however does not seem to be an easy task, since (thought the
local topological structure of a functional near a min-max critical point can
be analyzed) estimates from below for the Morse index are usually possible
only under non-denegeracy assumptions (see, for instance, [95, 108]). C

5.7.4 Conclusion of the proof

We are now in a position to easily complete the proof of Theorem 5.7.1.
Of course, we assume henceforth that (f1), (f2), (f3) and (f4) are satisfied,
with M1,M2 the constants given by Lemma 5.7.1. As a consequence, f(s)
is (strictly) convex and the sign condition (f∗) holds true, so that all the
results in Section 5.7.1, Section 5.7.2 and Section 5.7.3 can be used.

Let us define, for (t, s) ∈ R2,

h(t, s) :=

{
0, if s ≤ 0;

a(t)f̂(s), if s ≥ 0;

where f̂(s) is given by (5.7.2). Using (f1) and (f2), it is easy to see that
the function h(t, s) satisfies the smoothness conditions required in Propo-
sition 5.5.1. Moreover, since f̂(s) has linear growth at infinity, the global
continuability for the solutions of

u′′ + h(t, u) = 0 (5.7.14)
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is guaranteed. We now claim that both the assumptions (i) and (ii) of
Proposition 5.5.1 are satisfied.

Indeed, Proposition 5.7.1 implies the existence of a T -periodic function
u∗(t), solving (5.7.1) and such that 0 < u∗(t) < ρ for any t ∈ R; moreover,
from Lemma 5.7.2 we know that

λ0

(
a(t)f ′(u∗(t))

)
< 0.

Since h(t, s) = a(t)f(s) for 0 ≤ s ≤ ρ, we have thus obtained a T -periodic
solution of (5.7.14) satisfying (5.5.3). Hence, condition (i) is fulfilled.

As for condition (ii), we simply take α(t) ≡ 0, due to the fact that α(t)
is a (trivial) solution of (5.7.14), and 0 = α(t) < u∗(t) for any t ∈ R.

Proposition 5.5.1 thus ensures that there exists k∗ ≥ 1 such that, for any
integer k ≥ k∗, there exists an integer mk ≥ 1 such that, for any integer j
relatively prime with k and such that 1 ≤ j ≤ mk, equation (5.7.14) has

two subharmonic solutions u
(i)
k,j(t) (i = 1, 2) of order k (not belonging to

the same periodicity class), such that u
(i)
k,j(t)− u

∗(t) has exactly 2j zeros in
the interval [0, kT [. From the fact that (5.5.5) holds true (with α(t) ≡ 0)

together with Remark 5.5.1, we obtain that u
(i)
k,j(t) > 0 for any t ∈ R. We

finally use Lemma 5.7.1 (with ν = 0) to ensure that u
(i)
k,j(t) < ρ for any

t ∈ R. Thus u
(i)
k,j(t) is a positive subharmonic solutions of equation (5.7.1)

and the proof is concluded.

Remark 5.7.5. Reading more carefully the proof of Lemma 5.7.2, one can
notice that we do not use the fact that the interval [0, ρ] is a right neighbor-
hood of zero. Indeed, the same conclusion holds true by taking an interval
J ⊆ R in place of [0, ρ]. Accordingly, we can state the following result.

Let a : R → R be a T -periodic locally integrable function. Let
J ⊆ R be an interval. Let f ∈ C2(J) satisfy f(s) > 0 and
f ′′(s) > 0 for any s ∈ J . If u(t) is a T -periodic solution of
u′′ + a(t)f(u) = 0 (thus, in particular, u(t) ∈ J for any t), then
λ0

(
a(t)f ′(u(t))

)
< 0.

Although less general, Lemma 5.7.2 is the version more suitable to be
subsequently applied to the search of positive subharmonics with range in
]0, ρ[. However, a natural question arises. Suppose to consider a nonlinearity
f(s) as above, namely a C2-function which is positive and strictly convex in
an interval J ⊆ R. Given a T -periodic solution u∗(t) to u′′ + a(t)f(u) = 0
(with u∗(t) ∈ J for any t), which additional conditions on f(s) guarantee
the applicability of the method adopted in this second part of the chapter
to find subharmonics of order k? C



5.8. Final remarks 173

5.8 Final remarks

We conclude this investigation on subharmonic solutions with a brief
discussion about some natural questions which our result may suggest, if
compared to the existing literature. As in the introductive Section 5.4, we
focus our attention on the model superlinear equation

u′′ + a(t)up = 0, (5.8.1)

with a(t) satisfying (a∗) and (a#), and p > 1.

In the first part of the present chapter and in [17] it was shown that,
assuming to deal with a parameter-dependent weight

aµ(t) := q+(t)− µq−(t),

equation (5.8.1) with a(t) = aµ(t) has positive subharmonic solutions (of
any order) whenever µ � 0 (i.e. when the weight function a(t) has “large”
negative part). Such a result, which may be interpreted in the context
of singular perturbation problems, provides indeed positive subharmonic
solutions which can be characterized by the fact of being either “small” or
“large” on the intervals of positivity of the weight function (according to a
chaotic-like multibump behavior). A careful comparison between this result
and Theorem 5.4.1 could deserve some interest.

In a similar spirit, it is worth recalling that, again according to Chapter 4
and [17], whenever (a∗) holds with m ≥ 2, equation (5.8.1) with a(t) = aµ(t)
and µ� 0 has at least 2m−1 distinct positive T -periodic solutions, say u∗i (t)
for i = 1, . . . , 2m − 1. Since Lemma 5.7.2 implies that any of these periodic
solutions has non-zero Morse index, Proposition 5.5.1 can be in principle
applied 2m − 1 times to obtain positive subharmonic solutions oscillating
around each u∗i (t). It seems however a quite delicate question to understand
if these subharmonic solutions are actually distinct or not.

Finally, we observe that it appears very natural to consider the damped
version of (5.8.1), namely

u′′ + cu′ + a(t)up = 0, (5.8.2)

where c ∈ R is an arbitrary constant. Indeed, it was shown in Chapter 3
that conditions (a∗) and (a#) also guarantee the existence of a positive T -
periodic solution to (5.8.2). What about positive suhharmonic solutions? It
is generally expected that the periodic solutions provided by the Poincaré-
Birkhoff fixed point theorem disappear for (even small) perturbations de-
stroying the Hamiltonian structure, but maybe this is not the case for the
positive subharmonic solutions to (5.8.2). Let us observe, for instance, that
the multibump subharmonics constructed in the first part of this chapter
via degree theory for a(t) = aµ(t) (and µ large) still exist for c 6= 0. Since
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both the symplectic approach and the variational one are useless in a non-
Hamiltonian setting, investigating the general case of an arbitrary weight
function with a negative mean value seems to be a difficult problem.
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Chapter 6
Existence results

In this chapter we deal with boundary value problems associated with
the nonlinear second order ordinary differential equation

(Eλ) u′′ + cu′ + λa(t)g(u) = 0,

where c ∈ R, λ > 0 is a real parameter, a(t) is a sign-changing weight and
g(s) has superlinear growth at zero and sublinear growth at infinity. We refer
to (Eλ) as a super-sublinear indefinite equation. The main contribution of the
present chapter is to provide an existence result for pairs of positive solutions
to equation (Eλ) in the possibly non-variational setting (when c 6= 0).

As in Chapter 4, we focus our attention on the periodic problem asso-
ciated with (Eλ) and then we discuss other boundary conditions. For the
periodic problem, we prove the existence of two positive T -periodic solutions
when

∫ T
0 a(t) dt < 0 and λ > 0 is sufficiently large. Our approach is based

on Mawhin’s coincidence degree theory and index computations.

The plan of the chapter is the following. In Section 6.1 we list the
hypotheses on a(t) and on g(s) that we assume for the rest of the chapter
and we present our main result (Theorem 6.1.1). In Section 6.2 we state
two lemmas for the computation of the coincidence degree (see Lemma 6.2.1
and Lemma 6.2.2), that are then employed in the proof of Theorem 6.1.1,
as explained in Section 6.3 where we provide the main steps of the proof.
The tecnical details are performed in Section 6.4. We present in Section 6.5
some consequences and variants of the main theorem (including existence of
small/large solutions using only conditions for g(s) near zero/near infinity,
respectively). In the same section we also deal with the smooth case and give
a nonexistence result. Section 6.6 is devoted to a brief description of how all
the results can be adapted to the Dirichlet and Neumann problems, including
a final application to radially symmetric solutions on annular domains.

179
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6.1 The main existence result

In this section we present our main existence results for positive T -
periodic solutions to (Eλ), namely functions u(t) satisfying (Eλ) in the Cara-
théodory sense and such that u(t+ T ) = u(t) > 0 for all t ∈ R.

We suppose that a : R → R is a locally integrable T -periodic function
and the nonlinear map g : R+ → R+ is continuous and such that

(g∗) g(0) = 0, g(s) > 0 for s > 0.

The real constant c is arbitrary and results will be given depending on the
parameter λ > 0.

As main assumptions on the nonlinearity we require that g(s) tends to
zero for s→ 0+ faster than linearly and it has a sublinear growth at infinity,
that is

(g0) lim
s→0+

g(s)

s
= 0

and

(g∞) lim
s→+∞

g(s)

s
= 0.

When g(s) is continuously differentiable with g′(s) > 0 for all s > 0,
using the same argument as in Chapter 3 (when c = 0), we deduce that
condition

(a#)

∫ T

0
a(t) dt < 0.

is necessary for the existence of positive T -periodic solutions to (Eλ) with
an arbitrary c ∈ R.

Before stating our main result, we recall that a continuous function
h : R+

0 → R+
0 is said to be regularly oscillating at zero if

lim
s→0+
ω→1

h(ωs)

h(s)
= 1.

Analogously, we say that h is regularly oscillating at infinity if

lim
s→+∞
ω→1

h(ωs)

h(s)
= 1.

We refer to Chapter 3 for a discussion on regularly oscillating functions.

Now we are in position to state our main result.
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Theorem 6.1.1. Let g : R+ → R+ be a continuous function satisfying (g∗).
Suppose also that g is regularly oscillating at zero and at infinity and satisfies
(g0) and (g∞). Let a : R → R be a locally integrable T -periodic function
satisfying the average condition (a#). Furthermore, suppose that there exists
an interval I ⊆ [0, T ] such that a(t) ≥ 0 for a.e. t ∈ I and

∫
I a(t) dt > 0.

Then there exists λ∗ > 0 such that for each λ > λ∗ equation (Eλ) has at least
two positive T -periodic solutions.

As will become clear from the proof, the constant λ∗ can be chosen
depending (besides on c and g(s)) only on the behavior of a(t) on the interval
I. This remark allows to obtain the following corollary for the related two-
parameter equation

u′′ + cu′ +
(
λa+(t)− µa−(t)

)
g(u) = 0, (6.1.1)

with λ, µ > 0.

Corollary 6.1.1. Let g(s) be as above and let a(t) be a T -periodic function
with a± ∈ L1([0, T ]) and a− 6≡ 0. Suppose also that there exists an interval
I ⊆ [0, T ] such that ∫

I
a−(t) dt = 0 <

∫
I
a+(t) dt.

Then there exists λ∗ > 0 such that for each λ > λ∗ and for each

µ > λ

∫ T
0 a+(t) dt∫ T
0 a−(t) dt

equation (6.1.1) has at least two positive T -periodic solutions.

Our results are sharp in the sense that there are examples of functions
g(s) satisfying all the assumptions of Theorem 6.1.1 or of Corollary 6.1.1
and such that there are no positive T -periodic solutions if λ > 0 is small or
if (a#) is not satisfied. For this remark see [36, § 2], where the assertions
were proved in the case c = 0. One can easily check that those results can
be extended to the case of an arbitrary c ∈ R (see also Section 6.5.4).

Another sharp result can be given when g(s) is smooth. Indeed, first
of all we produce a variant of Theorem 6.1.1 by replacing the hypothesis of
regular oscillation of g at zero or at infinity with the condition of continuous
differentiability of g(s) in a neighborhood of s = 0 or, respectively, near
infinity (see Theorem 6.5.3). Next, in the smooth case and further assuming
that |g′(s)| is bounded on R+

0 , we can also provide a nonexistence result for
λ > 0 small (see Theorem 6.5.4). As a consequence of these results, the
following variant of Theorem 6.1.1 can be stated. We denote by g′(∞) =
lims→+∞ g

′(s).
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Theorem 6.1.2. Let g : R+ → R+ be a continuously differentiable function
satisfying (g∗) and such that g′(0) = 0 and g′(∞) = 0. Let a : R → R
be a locally integrable T -periodic function satisfying the average condition
(a#). Furthermore, suppose that there exists an interval I ⊆ [0, T ] such that
a(t) ≥ 0 for a.e. t ∈ I and

∫
I a(t) dt > 0. Then there exists λ∗ > 0 such

that for each 0 < λ < λ∗ equation (Eλ) has no positive T -periodic solution.
Moreover, there exists λ∗ > 0 such that for each λ > λ∗ equation (Eλ) has
at least two positive T -periodic solutions. Condition (a#) is also necessary
if g′(s) > 0 for s > 0.

To show a simple example of applicability of Theorem 6.1.2, we consider
the T -periodic boundary value problem{

u′′ + cu′ + λ(sin(t) + δ)g(u) = 0

u(2π)− u(0) = u′(2π)− u′(0) = 0,
(6.1.2)

where δ ∈ R and

g(s) = arctan(sα), with α > 1,

(other examples of functions g(s) can be easily produced). Since g′(s) > 0
for all s > 0, we know that there are positive T -periodic solutions only if
−1 < δ < 0. Moreover, for any fixed δ ∈ ]−1, 0[ there exist two constants
0 < λ∗,δ ≤ λ∗,δ such that for 0 < λ < λ∗,δ there are no positive solutions for
problem (6.1.2), while for λ > λ∗,δ there are at least two positive solutions.
Estimates for λ∗,δ and λ∗,δ can be given for any specific equation.

Figure 6.1 below illustrates another example of existence of two positive
T -periodic solutions to (Eλ), when the weight function possesses a positive
hump separated by a negative one.

Figure 6.1: The figure shows an example of pairs of positive T -periodic solutions
to (Eλ), with c = 0. For this simulation we have chosen the interval [0, T ] with
T = 2π, λ = 1, a(t) := sin+(t)− 5 sin−(t), g(s) := s2/(1 + s2) for s > 0.
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6.2 The abstract setting of the coincidence degree

Let X := CT be the Banach space of continuous and T -periodic functions
u : R→ R, endowed with the norm

‖u‖∞ := max
t∈[0,T ]

|u(t)| = max
t∈R
|u(t)|,

and let Z := L1
T be the Banach space of measurable and T -periodic functions

v : R→ R which are integrable on [0, T ], endowed with the norm

‖v‖L1
T

:=

∫ T

0
|v(t)| dt.

The linear differential operator

L : u 7→ −u′′ − cu′

is a (linear) Fredholm map of index zero defined on domL := W 2,1
T ⊆ X,

with range

ImL =

{
v ∈ Z :

∫ T

0
v(t) dt = 0

}
.

Associated with L we have the projectors

P : X → kerL ∼= R, Q : Z → cokerL ∼= Z/ImL ∼= R,

that, in our situation, can be chosen as the average operators

Pu = Qu :=
1

T

∫ T

0
u(t) dt.

Finally, let

KP : ImL→ domL ∩ kerP

be the right inverse of L, which is the operator that to any function v ∈ L1
T

with
∫ T

0 v(t) dt = 0 associates the unique T -periodic solution u of

u′′ + cu′ + v(t) = 0, with

∫ T

0
u(t) dt = 0.

Next, we define the L1-Carathéodory function

fλ(t, s) :=

{
−s, if s ≤ 0;

λa(t)g(s), if s ≥ 0;

where a : R→ R is a T -periodic and locally integrable function, g : R+ → R+

is a continuous function with g(0) = 0 and λ > 0 is a fixed parameter. Let



184 Chapter 6. Existence results

us denote by Nλ : X → Z the Nemytskii operator induced by the function
fλ, that is

(Nλu)(t) := fλ(t, u(t)), t ∈ R.

By coincidence degree theory we know that the equation

Lu = Nλu, u ∈ domL, (6.2.1)

is equivalent to the fixed point problem

u = Φλu := Pu+QNλu+KP (Id−Q)Nλu, u ∈ X.

Technically, the term QNλu in the above formula should be more correctly
written as JQNλu, where J is a linear (orientation-preserving) isomorphism
from cokerL to kerL. However, in our situation, we can take as J the
identity on R, having identified cokerL, as well as kerL, with R. It is
standard to verify that Φλ : X → X is a completely continuous operator.
In such a situation, we usually say that Nλ is L-completely continuous (see
[130], where the treatment has been given for the most general cases).

Within the framework introduced above, we present now two auxiliary
semi-abstract results which are useful for the computation of the coincidence
degree (see also Theorem 3.1.1 and Lemma 4.2.3). For Lemma 6.2.1 and
Lemma 6.2.2 we do not require all the assumptions on a(t) and g(s) stated
in Theorem 6.1.1. In this way we hope that the two results may have an
independent interest beyond that of providing a proof of Theorem 6.1.1.

Lemma 6.2.1. Let λ > 0. Let g : R+ → R+ be a continuous function such
that g(0) = 0. Suppose a ∈ L1

T . Assume that there exists a constant d > 0
and a compact interval I ⊆ [0, T ] such that the following properties hold.

(Ad,I) If α ≥ 0, then any non-negative T -periodic solution u(t) of

u′′ + cu′ + λa(t)g(u) + α = 0 (6.2.2)

satisfies maxt∈I u(t) 6= d.

(Bd,I) For every β ≥ 0 there exists a constant Dβ ≥ d such that if α ∈ [0, β]
and u(t) is any non-negative T -periodic solution of equation (6.2.2)
with maxt∈I u(t) ≤ d, then maxt∈[0,T ] u(t) ≤ Dβ.

(Cd,I) There exists α∗ ≥ 0 such that equation (6.2.2), with α = α∗, does not
have any non-negative T -periodic solution u(t) with maxt∈I u(t) ≤ d.

Then
DL(L−Nλ,Ωd,I) = 0,

where
Ωd,I :=

{
u ∈ X : max

t∈I
|u(t)| < d

}
.
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Notice that Ωd,I is open but not bounded (unless I = [0, T ]).

Proof. For a fixed constant d > 0 and a compact interval I ⊆ [0, T ] as in
the statement, let us consider the open set Ωd,I defined above. We study
the equation

u′′ + cu′ + fλ(t, u) + α = 0, (6.2.3)

for α ≥ 0, which can be written as a coincidence equation in the space X

Lu = Nλu+ α1, u ∈ domL,

where 1 ∈ X is the constant function 1(t) ≡ 1.
As a first step, we check that DL(L−Nλ − α1,Ωd,I) is well-defined for

any α ≥ 0. To this aim, suppose that α ≥ 0 is fixed and consider the set

Rα :=
{
u ∈ cl(Ωd,I) ∩ domL : Lu = Nλu+ α1

}
=
{
u ∈ cl(Ωd,I) : u = Φλu+ α1

}
.

We have that u ∈ Rα if and only if u(t) is a T -periodic solution of (6.2.3)
such that |u(t)| ≤ d for every t ∈ I. By a standard application of the
maximum principle, we find that u(t) ≥ 0 for all t ∈ R and, indeed, u(t)
solves (6.2.2), with maxt∈I u(t) ≤ d. Condition (Bd,I) gives a constant Dα

such that ‖u‖∞ ≤ Dα and so Rα is bounded. The complete continuity
of the operator Φλ ensures the compactness of Rα. Moreover, condition
(Ad,I) guarantees that |u(t)| < d for all t ∈ I and then we conclude that
Rα ⊆ Ωd,I . In this manner we have proved that the coincidence degree
DL(L−Nλ − α1,Ωd,I) is well-defined for any α ≥ 0.

Now, condition (Cd,I), together with the property of existence of solu-
tions when the degree DL is non-zero, implies that there exists α∗ ≥ 0 such
that

DL(L−Nλ − α∗1,Ωd,I) = 0.

On the other hand, from condition (Bd,I) applied on the interval [0, β] :=
[0, α∗], by repeating the same argument as in the first step above, we find
that the set

S :=
⋃

α∈[0,α∗]

Rα =
⋃

α∈[0,α∗]

{
u ∈ cl(Ωd,I) ∩ domL : Lu = Nλu+ α1

}
=

⋃
α∈[0,α∗]

{
u ∈ cl(Ωd,I) : u = Φλu+ α1

}
is a compact subset of Ωd,I . Hence, by the homotopic invariance of the
coincidence degree, we have that

DL(L−Nλ,Ωd,I) = DL(L−Nλ − α∗1,Ωd,I) = 0.

This concludes the proof.
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Lemma 6.2.2. Let λ > 0. Let g : R+ → R+ be a continuous function such
that g(0) = 0. Suppose a ∈ L1

T with
∫ T

0 a(t)dt < 0. Assume that there exists
a constant d > 0 such that g(d) > 0 and the following property holds.

(Hd) If ϑ ∈ ]0, 1] and u(t) is any non-negative T -periodic solution of

u′′ + cu′ + ϑλa(t)g(u) = 0, (6.2.4)

then maxt∈[0,T ] u(t) 6= d.

Then
DL(L−Nλ, B(0, d)) = 1.

Proof. The proof follows substantially the same argument employed in the
proof of Theorem 3.1.1. First of all, we claim that there are no solutions to
the parameterized coincidence equation

Lu = ϑNλu, u ∈ ∂B(0, d) ∩ domL, 0 < ϑ ≤ 1.

Indeed, if any such a solution u exists, it is a T -periodic solution of

u′′ + cu′ + ϑfλ(t, u) = 0,

with ‖u‖∞ = d. By the definition of fλ(t, s) and a standard applica-
tion of the maximum principle, we easily get that u(t) ≥ 0 for every t ∈
R. Therefore, u(t) is a non-negative T -periodic solution of (6.2.4) with
maxt∈[0,T ] u(t) = d. This contradicts property (Hd) and the claim is thus
proved.

As a second step, we consider QNλu for u ∈ kerL. Since kerL ∼= R, we
have

QNλu =
1

T

∫ T

0
fλ(t, s) dt, for u ≡ constant = s ∈ R.

For notational convenience, we set

f#
λ (s) :=

1

T

∫ T

0
fλ(t, s) dt =


−s, if s ≤ 0;

λ

(
1

T

∫ T

0
a(t) dt

)
g(s), if s ≥ 0.

Note that sf#
λ (s) < 0 for each s 6= 0. As a consequence, we find that

QNλu 6= 0 for each u ∈ ∂B(0, d) ∩ kerL.
An important result from Mawhin’s continuation theorem (see [132, The-

orem 2.4] and also [127], where the result was previously given in the context
of the periodic problem for ODEs) guarantees that

DL(L−Nλ, B(0, d)) = degB(−QNλ|kerL, B(0, d) ∩ kerL, 0)

= degB(−f#
λ , ]−d, d[, 0).

This latter degree is clearly equal to 1 as

−f#
λ (−d) = −d < 0 < λ

(
− 1

T

∫ T

0
a(t) dt

)
g(d) = −f#

λ (d).

This concludes the proof.
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6.3 Proof of Theorem 6.1.1: the general strategy

With the aid of the two lemmas proved in the Section 6.2, we can prove
Theorem 6.1.1. Omitting the technical details and estimates (presented in
Section 6.4), in this section we show the general strategy of the proof.

From now on, all the assumptions on a(t) and g(s) in Theorem 6.1.1 are
implicitly assumed.

We fix a constant ρ > 0 and consider, for I := I, the open set

Ωρ,I :=
{
u ∈ X : max

t∈I
|u(t)| < ρ

}
.

First of all, we show that condition (Aρ,I) is satisfied provided that λ > 0
is sufficiently large, say λ > λ∗ := λ∗ρ,I . Such lower bound for λ does not
depend on α. Then, we fix an arbitrary λ > λ∗ and show that conditions
(Bρ,I) and (Cρ,I) are satisfied as well. In particular, for β = 0, we find a
constant D0 = D0(ρ, I, λ) ≥ ρ such that any possible solution of

Lu = Nλu, u ∈ cl(Ωρ,I) ∩ domL,

satisfies
‖u‖∞ ≤ D0.

In this manner, we have that

B(0, ρ) ⊆ Ωρ,I and Fix (Φλ,Ωρ,I) ⊆ B(0, R), ∀R > D0.

Moreover,

DL(L−Nλ,Ωρ,I) = DL(L−Nλ,Ωρ,I ∩B(0, R)) = 0, ∀R > D0.

As a next step, using (g0) and the regular oscillation of g(s) at zero, we
find a positive constant r0 < ρ such that for each r ∈ ]0, r0] condition (Hr)
(of Lemma 6.2.2) is satisfied and therefore

DL(L−Nλ, B(0, r)) = 1, ∀ 0 < r ≤ r0.

With a similar argument, using (g∞) and the regular oscillation of g(s) at
infinity, we find a positive constant R0 > D0 such that for each R ≥ R0

condition (HR) is satisfied too and therefore

DL(L−Nλ, B(0, R)) = 1, ∀R ≥ R0.

By the additivity property of the coincidence degree we obtain

DL

(
L−Nλ,Ωρ,I \B[0, r]

)
= −1, ∀ 0 < r ≤ r0, (6.3.1)

and

DL

(
L−Nλ, B(0, R) \ cl(Ωρ,I ∩B(0, R0))

)
= 1, ∀R > R0. (6.3.2)
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Thus, in conclusion, we find a first solution u of (6.2.1) with u ∈ Ωρ,I \B[0, r]
(using (6.3.1) for a fixed r ∈ ]0, r0]) and a second solution u of (6.2.1) with
u ∈ B(0, R) \ cl(Ωρ,I ∩ B(0, R0)) (using (6.3.2) for a fixed R > R0). Both
u(t) and u(t) are nontrivial T -periodic solutions of

u′′ + cu′ + fλ(t, u) = 0

and, by the maximum principle, they are actually non-negative solutions of
(Eλ). Finally, since by condition (g0) we know that a(t)g(s)/s is L1-bounded
in a right neighborhood of s = 0, it is immediate to prove (by an elementary
form of the strong maximum principle) that such solutions are in fact strictly
positive (cf. Lemma C.1.2).

6.4 Proof of Theorem 6.1.1: the technical details

In this section we give a proof of Theorem 6.1.1 by following the steps
described in Section 6.3. To this aim, it is sufficient to check separately the
validity of the assumptions in Lemma 6.2.1, for I := I and d = ρ > 0 a fixed
number, and the ones in Lemma 6.2.2, for d = r > 0 small (0 < r ≤ r0) and
for d = R > 0 large (R ≥ R0). Notice that r0 and R0 are chosen after both
ρ and λ > 0 have been fixed.

Throughout the section, for the sake of simplicity, we suppose the validity
of all the assumptions in Theorem 6.1.1. However, from a careful checking
of the proofs below, one can see that not all of them are needed for the
verification of each single lemma.

6.4.1 Checking the assumptions of Lemma 6.2.1 for λ large

Let ρ > 0 be fixed. Let I := [σ, τ ] ⊆ [0, T ] be such that a(t) ≥ 0 for
a.e. t ∈ I and

∫
I a(t) dt > 0. We fix ε > 0 such that for

σ0 := σ + ε < τ − ε =: τ0

it holds that ∫ τ0

σ0

a(t) dt > 0.

Let us consider the non-negative solutions of equation (6.2.2) for t ∈ I.
Such an equation takes the form

u′′ + cu′ + h(t, u) = 0, (6.4.1)

where we have set (for notational convenience)

h(t, s) = hλ,α(t, s) := λa(t)g(s) + α,

where λ > 0 and α ≥ 0. Note that h(t, s) ≥ 0 for a.e. t ∈ I and for all s ≥ 0.
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Writing equation (6.4.1) as(
ectu′

)′
+ ecth(t, u) = 0,

we find that (ectu′(t))′ ≤ 0 for a.e. t ∈ I, so that the map t 7→ ectu′(t) is
non-increasing on I.

We split the proof into different steps.

Step 1. A general estimate. For every non-negative solution u(t) of (6.4.1)
the following estimate holds:

|u′(t)| ≤ u(t)

ε
e|c|T , ∀ t ∈ [σ0, τ0]. (6.4.2)

Such inequality has been already proved and used in Chapter 4. The proof
is based on the fact that the map ξ 7→ ecξu′(ξ) is non-increasing on I+

i and
we refer to Section 4.3.3 for the details (cf. equations (4.3.22) and (4.3.34)).
Observe that only a condition on the sign of h(t, s) is used and, therefore,
the estimate is valid independently on λ > 0 and α ≥ 0.

Step 2. Verification of (Aρ,I) for λ > λ∗, with λ∗ depending on ρ and I but
not on α. Suppose that u(t) is a non-negative T -periodic solution of (6.2.2)
with

max
t∈I

u(t) = ρ.

Let t0 ∈ I be such that u(t0) = ρ and observe that u′(t0) = 0, if σ < t0 < τ ,
while u′(t0) ≤ 0, if t0 = σ, and u′(t0) ≥ 0, if t0 = τ .

First of all, we prove the existence of a constant δ ∈ ]0, 1[ such that

min
t∈[σ0,τ0]

u(t) ≥ δρ. (6.4.3)

This follows from the estimate (6.4.2). Indeed, if t∗ ∈ [σ0, τ0] is such that
u(t∗) = mint∈[σ0,τ0] u(t), we obtain that

|u′(t∗)| ≤
u(t∗)

ε
e|c|T . (6.4.4)

On the other hand, by the monotonicity of the function t 7→ ectu′(t) in [σ, τ ],

u′(ξ)ecξ ≥ u′(t∗)ect∗ , ∀ ξ ∈ [σ, t∗], (6.4.5)

and

u′(ξ)ecξ ≤ u′(t∗)ect∗ , ∀ ξ ∈ [t∗, τ ]. (6.4.6)

From the properties about u′(t0) listed above, we deduce that if t0 > t∗,
then u′(t0) ≥ 0 and, therefore, we must have u′(t∗) ≥ 0. Similarly, if t0 < t∗,
then u′(t0) ≤ 0 and, therefore, we must have u′(t∗) ≤ 0. The case in which



190 Chapter 6. Existence results

t∗ = t0 can be handled in a trivial way and we do not consider it. In this
manner, we have that one of the two following situations occurs: either

σ ≤ t0 < t∗ ∈ [σ0, τ0], u(t0) = ρ, u′(ξ) ≤ 0, ∀ ξ ∈ [t0, t∗], (6.4.7)

or

τ ≥ t0 > t∗ ∈ [σ0, τ0], u(t0) = ρ, u′(ξ) ≥ 0, ∀ ξ ∈ [t∗, t0]. (6.4.8)

Suppose that (6.4.7) holds. In this situation, from (6.4.5) we have −u′(ξ) ≤
−u′(t∗)ec(t∗−ξ) for all ξ ∈ [t0, t∗] and thus, integrating on [t0, t∗] and using
(6.4.4), we obtain

ρ− u(t∗) ≤ |u′(t∗)| e|c|T (t∗ − t0) ≤ u(t∗)

ε
e2|c|TT.

This gives (6.4.3) for

δ :=
ε

ε+ e2|c|TT
.

We get exactly the same estimate in case of (6.4.8), by using (6.4.6) and
then integrating on [t∗, t0]. Observe that the constant δ ∈ ]0, 1[ does not
depend on λ and α.

Having found the constant δ, we now define

η = η(ρ) := min
{
g(s) : s ∈ [δρ, ρ]

}
.

Then, integrating equation (6.2.2) on [σ0, τ0] and using (6.4.2) (for t = σ0

and t = τ0), we obtain

λη

∫ τ0

σ0

a(t) dt ≤ λ
∫ τ0

σ0

a(t)g(u(t)) dt

= u′(σ0)− u′(τ0) + c
(
u(σ0)− u(τ0)

)
− α (τ0 − σ0)

≤ 2
ρ

ε
e|c|T + 2|c|ρ.

Now, we define

λ∗ :=
2ρ
(
ε|c|+ e|c|T

)
εη
∫ τ0
σ0
a(t) dt

. (6.4.9)

Arguing by contradiction, we immediately conclude that there are no (non-
negative) T -periodic solutions u(t) of (6.2.2) with maxt∈I u(t) = ρ if λ > λ∗.
Thus condition (Aρ,I) is proved.

Step 3. Verification of (Bρ,I). Let u(t) be any non-negative T -periodic
solution of (6.2.2) with maxt∈I u(t) ≤ ρ. Let us fix an instant t̂ ∈ [σ0, τ0].
By (6.4.2), we know that

|u′(t̂)| ≤ ρ

ε
e|c|T .



6.4. Proof of Theorem 6.1.1: the technical details 191

Using the fact that

|h(t, s)| ≤M(t)|s|+N(t), for a.e. t ∈ [0, T ], ∀ s ∈ R, ∀α ∈ [0, β],

with suitable M,N ∈ L1
T (depending on β), from a standard application

of the (generalized) Gronwall’s inequality (cf. [104]), we find a constant
Dβ = Dβ(ρ, λ) such that

max
t∈[0,T ]

(
|u(t)|+ |u′(t)|

)
≤ Dβ.

So condition (Bρ,I) is verified.

Step 4. Verification of (Cρ,I). Let u(t) be an arbitrary non-negative T -
periodic solution of (6.2.2) with maxt∈I u(t) ≤ ρ. Integrating (6.2.2) on
[σ0, τ0] and using (6.4.2) (for t = σ0 and t = τ0), we obtain

α (τ0 − σ0) = u′(σ0)− u′(τ0) + c
(
u(σ0)− u(τ0)

)
− λ

(∫ τ0

σ0

a(t)g(u(t)) dt

)
≤ 2

ρ

ε
e|c|T + 2|c|ρ =: K = K(ρ, ε).

This yields a contradiction if α > 0 is sufficiently large. Hence (Cρ,I) is
verified, by taking α∗ > K/(τ0 − σ0).

In conclusion, all the assumptions of Lemma 6.2.1 have been verified for a
fixed ρ > 0 and for λ > λ∗.

Remark 6.4.1. Notice that, among the assumptions of Theorem 6.1.1, in
this part of the proof we have used only the following ones: g(s) > 0 for all
s ∈ ]0, ρ], lim sups→+∞ |g(s)|/s < +∞, a ∈ L1

T and a(t) ≥ 0 for a.e. t ∈ I,
with

∫
I a(t) dt > 0. C

6.4.2 Checking the assumptions of Lemma 6.2.2 for r small

We prove that condition (Hd) of Lemma 6.2.2 is satisfied for d = r
sufficiently small. We proceed as in the proof of Theorem 3.2.1. Indeed,
we claim that there exists r0 > 0 such that there is no non-negative T -
periodic solution u(t) of (6.2.4) for some ϑ ∈ ]0, 1] with ‖u‖∞ = r ∈ ]0, r0].
Arguing by contradiction, we suppose that there exists a sequence of T -
periodic functions un(t) with un(t) ≥ 0 for all t ∈ R and such that

u′′n(t) + cu′n(t) + ϑnλa(t)g(un(t)) = 0, (6.4.10)

for a.e. t ∈ R with ϑn ∈ ]0, 1], and also such that ‖un‖∞ = rn → 0+. Let
t∗n ∈ [0, T ] be such that un(t∗n) = rn.

We define

vn(t) :=
un(t)

‖un‖∞
=
un(t)

rn
, t ∈ R,
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and observe that (6.4.10) can be equivalently written as

v′′n(t) + cv′n(t) + ϑnλa(t)q(un(t))vn(t) = 0, (6.4.11)

where the map q : R+ → R+ is defined as q(s) := g(s)/s for s > 0 and
q(0) = 0. Notice that q is continuous on R+ (by condition (g0)). Moreover,
q(un(t)) → 0 uniformly in R, as a consequence of ‖un‖∞ → 0. Multiplying
equation (6.4.11) by vn and integrating on [0, T ], we find

‖v′n‖2L2
T

=

∫ T

0
v′n(t)2 dt ≤ λ‖a‖L1

T
sup
t∈[0,T ]

|q(un(t))| → 0, as n→∞.

As an easy consequence ‖vn − 1‖∞ → 0, as n→∞.

Integrating (6.4.10) on [0, T ] and using the periodic boundary conditions,
we have

0 =

∫ T

0
a(t)g(un(t)) dt =

∫ T

0
a(t)g(rn) dt+

∫ T

0
a(t)

(
g(rnvn(t))− g(rn)

)
dt

and hence, dividing by g(rn) > 0, we obtain

0 < −
∫ T

0
a(t) dt ≤ ‖a‖L1

T
sup
t∈[0,T ]

∣∣∣∣g(rnvn(t))

g(rn)
− 1

∣∣∣∣ .
Using the fact that g(s) is regularly oscillating at zero and vn(t) → 1 uni-
formly as n → ∞, we find that the right-hand side of the above inequality
tends to zero and thus we achieve a contradiction.

Remark 6.4.2. Notice that, among the assumptions of Theorem 6.1.1, in
this part of the proof we have used only the following ones (for verifying
(Hr)): g(s) > 0 for all s in a right neighborhood of s = 0, g(s) regularly

oscillating at zero and satisfying (g0), a ∈ L1
T with

∫ T
0 a(t) dt < 0. C

6.4.3 Checking the assumptions of Lemma 6.2.2 for R large

We are going to check that condition (Hd) of Lemma 6.2.2 is satisfied for
d = R sufficiently large. In other words, we claim that there exists R0 > 0
such that there is no non-negative T -periodic solution u(t) of (6.2.4) for
some ϑ ∈ ]0, 1] with ‖u‖∞ = R ≥ R0. Arguing by contradiction, we suppose
that there exists a sequence of T -periodic functions un(t) with un(t) ≥ 0 for
all t ∈ R and such that

u′′n(t) + cu′n(t) + ϑnλa(t)g(un(t)) = 0, (6.4.12)

for a.e. t ∈ R with ϑn ∈ ]0, 1], and also such that ‖un‖∞ = Rn → +∞. Let
t∗n ∈ [0, T ] be such that un(t∗n) = Rn.
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First of all, we claim that un(t) → +∞ uniformly in t (as n → ∞).
Indeed, to be more precise, we have that un(t) ≥ Rn/2 for all t. To prove
this assertion, let us suppose, by contradiction, that minun(t) < Rn/2. In
this case, we can take a maximal compact interval [αn, βn] containing t∗n and
such that un(t) ≥ Rn/2 for all t ∈ [αn, βn]. By the maximality of the interval,
we also have that un(αn) = un(βn) = Rn/2 with u′n(αn) ≥ 0 ≥ u′n(βn).

We set

wn(t) := un(t)− Rn
2
, t ∈ R,

and observe that 0 ≤ wn(t) ≤ Rn/2 for all t ∈ [αn, βn]. Equation (6.4.12)
reads equivalently as

−w′′n(t)− cw′n(t) = ϑnλa(t)g(un(t)).

Multiplying this equation by wn(t) and integrating on [αn, βn], we obtain∫ βn

αn

w′n(t)2 dt ≤ λ‖a‖L1
T

Rn
2

sup
Rn
2
≤s≤Rn

|g(s)|.

From condition (g∞), for any fixed ε > 0 there exists Lε > 0 such that
|g(s)| ≤ εs, for all s ≥ Lε. Thus, for n sufficiently large so that Rn ≥ 2Lε,
we find ∫ βn

αn

w′n(t)2 dt ≤ 1

2
λεR2

n‖a‖L1
T
.

By an elementary form of the Poincaré-Sobolev inequality, we conclude that

R2
n

4
= max

t∈[αn,βn]
|wn(t)|2 ≤ T

∫ βn

αn

w′n(t)2 dt ≤ 1

2
λεTR2

n‖a‖L1
T

and a contradiction is achieved if we take ε sufficiently small.
Consider now the auxiliary function

vn(t) :=
un(t)

‖un‖∞
=
un(t)

Rn
, t ∈ R,

and divide equation (6.4.12) by Rn. In this manner we obtain again (6.4.11).
By (g∞) and the fact that un(t) → +∞ uniformly in t, we conclude that
q(un(t)) = g(un(t))/un(t) → 0 uniformly (as n → ∞). Hence, we are
exactly in the same situation as in the case we have already discussed above
in Section 6.4.2 for r small and we can end the proof in a similar way.
More precisely, ‖v′n‖L2

T
→ 0 as n→∞ (this follows by multiplying equation

(6.4.11) by vn(t) and integrating on [0, T ]) so that ‖vn−1‖∞ → 0, as n→∞.
Then, integrating equation (6.4.12) on [0, T ] and dividing by g(Rn) > 0, we
obtain

0 < −
∫ T

0
a(t) dt ≤ ‖a‖L1

T
sup
t∈[0,T ]

∣∣∣∣g(Rnvn(t))

g(Rn)
− 1

∣∣∣∣ .
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Using the fact that g(s) is regularly oscillating at infinity and vn(t) → 1
uniformly as n→∞, we find that the right-hand side of the above inequality
tends to zero and thus we achieve a contradiction.

Remark 6.4.3. Notice that, among the assumptions of Theorem 6.1.1, in
this part of the proof we have used only the following ones (for verifying
(HR)): g(s) > 0 for all s in a neighborhood of infinity, g(s) regularly oscil-

lating at infinity and satisfying (g∞), a ∈ L1
T with

∫ T
0 a(t) dt < 0. C

6.5 Related results

In this section we present some consequences and variants obtained from
Theorem 6.1.1. We also examine the cases of nonexistence of solutions when
the parameter λ is small.

6.5.1 Proof of Corollary 6.1.1

In order to deduce Corollary 6.1.1 from Theorem 6.1.1, we stress the fact
that the constant λ∗ > 0 (defined in (6.4.9)) is produced along the proof
of Lemma 6.2.1 in dependence of an interval I ⊆ [0, T ] where a(t) ≥ 0 and∫
I a(t) dt > 0. For this step in the proof we do not need any information

about the weight function on [0, T ] \ I. As a consequence, when we apply
our result to equation (6.1.1), we have that λ∗ can be chosen independently
on µ. On the other hand, for Lemma 6.2.2 with r small as well as with R
large, we do not need any special condition on λ (except that λ in (6.4.10)

or in (6.4.12) is fixed) and we use only the fact that
∫ T

0 a(t)dt < 0 (without
requiring any other information on the sign of a(t)). Accordingly, once that
λ > λ∗ is fixed, to obtain a pair of positive T -periodic solutions we only
need to check that the integral of the weight function on [0, T ] is negative.
For equation (6.1.1) this condition is equivalent to

µ

λ
>

∫ T
0 a+(t) dt∫ T
0 a−(t) dt

.

By the above remarks, we deduce immediately Corollary 6.1.1 from Theo-
rem 6.1.1.

6.5.2 Existence of small/large solutions

Theorem 6.1.1 guarantees the existence of at least two positive T -periodic
solutions of equation (Eλ). In more detail, we have found a first solution in
Ωρ,I \B[0, r] and a second one in B(0, R)\ cl(Ωρ,I ∩B(0, R0)), verifying that
the coincidence degree is non-zero in these sets (see (6.3.1) and (6.3.2)). The
positivity of both the solutions follows from maximum principle arguments.
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A careful reading of the proof (cf. Section 6.4) shows that weaker conditions
on g(s) are sufficient to repeat some of the steps in Section 6.3 in order to
prove (6.3.1) (or (6.3.2)) and thus obtain the existence of a small (or large,
respectively) positive T -periodic solution of (Eλ).

More precisely, taking into account Remark 6.4.1 and Remark 6.4.2 we
can state the following theorem, ensuring the existence of a small positive
T -periodic solution.

Theorem 6.5.1. Let g : R+ → R+ be a continuous function satisfying (g∗)
and

lim sup
s→+∞

g(s)

s
< +∞. (6.5.1)

Suppose also that g is regularly oscillating at zero and satisfies (g0). Let
a : R → R be a locally integrable T -periodic function satisfying the average
condition (a#). Furthermore, suppose that there exists an interval I ⊆ [0, T ]
such that a(t) ≥ 0 for a.e. t ∈ I and

∫
I a(t) dt > 0. Then there exists λ∗ > 0

such that for each λ > λ∗ equation (Eλ) has at least a positive T -periodic
solution.

On the other hand, in view of Remark 6.4.1 and Remark 6.4.3 we have the
following result giving the existence of a large positive T -periodic solution.

Theorem 6.5.2. Let g : R+ → R+ be a continuous function satisfying (g∗)
and

lim sup
s→0+

g(s)

s
< +∞. (6.5.2)

Suppose also that g is regularly oscillating at infinity and satisfies (g∞). Let
a : R → R be a locally integrable T -periodic function satisfying the average
condition (a#). Furthermore, suppose that there exists an interval I ⊆ [0, T ]
such that a(t) ≥ 0 for a.e. t ∈ I and

∫
I a(t) dt > 0. Then there exists λ∗ > 0

such that for each λ > λ∗ equation (Eλ) has at least a positive T -periodic
solution.

Notice that the possibility of applying a strong maximum principle (in
order to obtain positive solutions) is ensured by (g0) in Theorem 6.5.1, while
it follows by (6.5.2) in Theorem 6.5.2. The dual condition (6.5.1) in The-
orem 6.5.1 is, on the other hand, needed to apply Gronwall’s inequality
(checking the assumptions of Lemma 6.2.1).

6.5.3 Smoothness versus regular oscillation

It can be observed that the assumptions of regular oscillation of g(s)
at zero or, respectively, at infinity can be replaced by suitable smoothness
assumptions. Indeed, we can provide an alternative manner to check the
assumptions of Lemma 6.2.2 for r small or R large, by assuming that g(s)
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is smooth in a neighborhood of zero or, respectively, in a neighborhood
of infinity. For this purpose, we present some preliminary considerations
(cf. Proposition 3.2.1).

Let u(t) be a positive and T -periodic solution of

u′′ + cu′ + νa(t)g(u) = 0, (6.5.3)

where ν > 0 is a given parameter (in the following, we will take ν = λ or
ν = ϑλ). Suppose that the map g(s) is continuously differentiable on an
interval containing the range of u(t). In such a situation, we can perform
the change of variable

z(t) :=
u′(t)

νg(u(t))
, t ∈ R, (6.5.4)

and observe that z(t) satisfies

z′ + cz = −νg′(u(t))z2 − a(t). (6.5.5)

The function z(t) is absolutely continuous, T -periodic with
∫ T

0 z(t) dt = 0
and, moreover, there exists a t∗ ∈ [0, T ] such that z(t∗) = 0.

This change of variable (recently considered also in [39]) is used to pro-
vide a nonexistence result as well as a priori bounds for the solutions. We
premise the following result.

Lemma 6.5.1. Let J ⊆ R be an interval. Let g : J → R+
0 be a continuously

differentiable function with bounded derivative (on J). Let a ∈ L1
T satisfy

(a#). Then there exists ω∗ > 0 such that, if

ν sup
s∈J
|g′(s)| < ω∗,

there are no T -periodic solutions of (6.5.3) with u(t) ∈ J , for all t ∈ R.

Proof. For notational convenience, let us set

D := sup
s∈J
|g′(s)|.

First of all, we fix a positive constant M > e|c|T ‖a‖L1
T

and define

ω∗ := min

{
M − e|c|T ‖a‖L1

T

M2Te|c|T
,
−
∫ T

0 a(t) dt

M2T

}
.

Note that ω∗ does not depend on ν, J and D. We shall prove that if

0 < νD < ω∗



6.5. Related results 197

equation (6.5.3) has no T -periodic solution u(t) with range in J .

By contradiction we suppose that u(t) is a solution of (6.5.3) with u(t) ∈
J , for all t ∈ R. Setting z(t) as in (6.5.4), we claim that

‖z‖∞ ≤M. (6.5.6)

Indeed, if by contradiction we suppose that (6.5.6) is not true, then using
the fact that z(t) vanishes at some point of [0, T ], we can find a maximal
interval I of the form [t∗, τ ] or [τ, t∗] such that |z(t)| ≤M for all t ∈ I and
|z(t)| > M for some t /∈ I. By the maximality of the interval I, we also
know that |z(τ)| = M . Multiplying equation (6.5.5) by ec(t−τ) yields(

z(t)ec(t−τ)
)′

=
(
−νg′(u(t))z2(t)− a(t)

)
ec(t−τ).

Then, integrating on I and passing to the absolute value, we obtain

M = |z(τ)| =
∣∣∣z(τ)− z(t∗)ec(t∗−τ)

∣∣∣
≤
∣∣∣∣∫
I
νg′(u(t))z2(t) dt

∣∣∣∣ e|c|T + ‖a‖L1
T
e|c|T

≤ νDM2Te|c|T + ‖a‖L1
T
e|c|T

< ω∗M
2Te|c|T + ‖a‖L1

T
e|c|T ≤M,

a contradiction. In this manner, we have verified that (6.5.6) is true.

Now, integrating (6.5.5) on [0, T ] and using (6.5.6), we reach

0 < −
∫ T

0
a(t) dt =

∫ T

0
νg′(u(t))z2(t) dt < ω∗M

2T ≤ −
∫ T

0
a(t) dt,

a contradiction. This concludes the proof.

The same change of variable is employed to provide the following variant
of Theorem 6.1.1.

Theorem 6.5.3. Let g : R+ → R+ be a continuous function satisfying (g∗)
and such that g(s) is continuously differentiable on a right neighborhood of
s = 0 and on a neighborhood of infinity. Suppose also that (g0) and

(g′∞) g′(∞) := lim
s→+∞

g′(s) = 0

hold. Let a : R→ R be a locally integrable T -periodic function satisfying the
average condition (a#). Furthermore, suppose that there exists an interval
I ⊆ [0, T ] such that a(t) ≥ 0 for a.e. t ∈ I and

∫
I a(t) dt > 0. Then there

exists λ∗ > 0 such that for each λ > λ∗ equation (Eλ) has at least two positive
T -periodic solutions.



198 Chapter 6. Existence results

Proof. We follow the scheme described in Section 6.3. The verification of
the assumptions of Lemma 6.2.1 for λ large is exactly the same as in Sec-
tion 6.4.1. We just describe the changes with respect to Section 6.4.2 and
Section 6.4.3. It is important to emphasize that λ > λ∗ is fixed from now
on.

Verification of the assumption of Lemma 6.2.2 for r small. Let [0, ε0[ be a
right neighborhood of 0 where g is continuously differentiable. We claim that
there exists r0 ∈ ]0, ε0[ such that for all 0 < r ≤ r0 and for all ϑ ∈ ]0, 1] there
are no non-negative T -periodic solutions u(t) of (6.2.4) such that ‖u‖∞ = r.

First of all, we observe that any non-negative T -periodic solution u(t) of
(6.2.4), with ‖u‖∞ = r, is positive. This follows either by the uniqueness of
the trivial solution (due to the smoothness of g(s) in [0, ε0[), or by an ele-
mentary form of the strong maximum principle. Thus we have to prove that
there are no T -periodic solutions u(t) of (6.2.4) with range in the interval
]0, r] (for all 0 < r ≤ r0).

We apply Lemma 6.5.1 to the present situation with ν = ϑλ and J =
]0, r]. There exists a constant ω∗ > 0 (independent on r) such that there are
no T -periodic solutions with range in ]0, r] if

sup
0<s≤r

|g′(s)| = max
0≤s≤r

|g′(s)| < ω∗
λ

(recall that 0 < ϑ ≤ 1). This latter condition is clearly satisfied for every
r ∈ ]0, r0], with r0 > 0 suitably chosen using the continuity of g′(s) at
s = 0+.

Verification of the assumption of Lemma 6.2.2 for R large. Let ]N,+∞[
be a neighborhood of infinity where g is continuously differentiable. As in
Section 6.4.3, we argue by contradiction. Suppose that there exists a se-
quence of non-negative T -periodic functions un(t) satisfying (6.4.12) and
such that ‖un‖∞ = Rn → +∞. By the same argument as previously de-
veloped therein, we find that un(t) ≥ Rn/2, for all t ∈ R (for n sufficiently
large). Notice that for this part of the proof we require condition (g∞), but
we do not need the hypothesis of regular oscillation at infinity. Clearly, (g∞)
is implied by (g′∞).

For n sufficiently large (such that Rn > 2N), we apply Lemma 6.5.1
to the present situation with ν = νn := ϑnλ and J = Jn := [Rn/2, Rn].
There exists a constant ω∗ > 0 (independent on n) such that there are no
T -periodic solutions with range in Jn if

max
Rn
2
≤s≤Rn

|g′(s)| < ω∗
λ

(recall that 0 < ϑn ≤ 1). This latter condition is clearly satisfied for ev-
ery n sufficiently large as a consequence of condition (g′∞). The desired
contradiction is thus achieved.
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Remark 6.5.1. Clearly one can easily produce two further theorems, by
combining the assumptions of regular oscillation at zero (at infinity) with
the smoothness condition at infinity (at zero, respectively). C

6.5.4 Nonexistence results

In the proof of Theorem 6.5.3 we have applied Lemma 6.5.1 to intervals
of the form ]0, r] or, respectively, [Rn/2, Rn] in order to check the assump-
tions of Lemma 6.2.2. Clearly, one could apply such a lemma to the whole
interval R+

0 of positive real numbers. In this manner, we can easily provide
a nonexistence result of positive T -periodic solutions to (Eλ) when g′(s) is
bounded in R+

0 and λ is small. With this respect, the following result holds.

Theorem 6.5.4. Let g : R+ → R+ be a continuously differentiable function
satisfying (g∗), (g0) and (g′∞). Let a ∈ L1

T satisfy (a#). Then there exists
λ∗ > 0 such that for each 0 < λ < λ∗ equation (Eλ) has no positive T -
periodic solution.

Proof. First of all, we observe that g′ is bounded on R+
0 (since g(s) is con-

tinuously differentiable in R+ with g′(0) = g′(∞) = 0). Accordingly, let us
set

D := max
s≥0
|g′(s)|.

We apply now Lemma 6.5.1 to equation (Eλ) for J = R+
0 . This lemma

guarantees the existence of a constant ω∗ > 0 such that, if 0 < λ < ω∗/D,
(Eλ) has no positive T -periodic solution. This ensures the existence of a
suitable constant λ∗ ≥ ω∗/D, as claimed in the statement of the theorem.

At this point, Theorem 6.1.2 is a straightforward consequence of Theo-
rem 6.5.3 and Theorem 6.5.4.

6.6 Dirichlet and Neumann boundary conditions

In this final section we briefly describe how to obtain the preceding
results for the Dirichlet and Neumann boundary value problems. For the
sake of simplicity, we deal with the case c = 0. If c 6= 0, we can write
equation (Eλ) as(

u′ect
)′

+ λã(t)g(u) = 0, with ã(t) := a(t)ect,

and enter the setting of coincidence degree theory for the linear operator
L : u 7→ −(u′ect)′.

Accordingly, we consider the boundary value problems{
u′′ + λa(t)g(u) = 0

u(0) = u(T ) = 0
and

{
u′′ + λa(t)g(u) = 0

u′(0) = u′(T ) = 0,
(6.6.1)
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where a : [0, T ]→ R and g(s) satisfy the same conditions as in the previous
sections. The abstract setting of Section 6.2 can be reproduced almost
verbatim with X := C([0, T ]), Z := L1([0, T ]) and L : u 7→ −u′′, by taking

domL :=
{
u ∈W 2,1([0, T ]) : u(0) = u(T ) = 0

}
with Dirichlet boundary conditions, and

domL :=
{
u ∈W 2,1([0, T ]) : u′(0) = u′(T ) = 0

}
with Neumann boundary conditions, respectively. We stress that, concern-
ing the Dirichlet problem, the differential operator L is invertible (indeed it
can be expressed by means of the Green’s function), so that the coincidence
degree theory reduces to the classical Leray-Schauder one for the locally
compact operators as Φλ = L−1Nλ.

All the results till Section 6.5 can be now restated for problems (6.6.1).
In particular, we obtain again Theorem 6.1.1, Theorem 6.5.3 and Theo-
rem 6.5.4, as well as their corollaries for equation (Eλ) (with c = 0 and the
Dirichlet/Neumann boundary conditions).

We present now a consequence of these results to the study of a PDE
in an annular domain. In order to simplify the exposition of the next re-
sults, we assume the continuity of the weight function. In this manner, the
solutions we find are the “classical” ones (at least two times continuously
differentiable).

6.6.1 Radially symmetric solutions

Let ‖ · ‖ be the Euclidean norm in RN (for N ≥ 2) and let

Ω := B(0, R2) \B[0, R1] =
{
x ∈ RN : R1 < ‖x‖ < R2

}
be an open annular domain, with 0 < R1 < R2.

We deal with the Dirichlet boundary value problem{
−∆u = λq(x)g(u) in Ω

u = 0 on ∂Ω
(6.6.2)

and with the Neumann boundary value problem−∆u = λq(x)g(u) in Ω
∂u

∂n
= 0 on ∂Ω.

(6.6.3)

We assume that q : Ω → R is a continuous function which is radially sym-
metric, namely there exists a continuous scalar function Q : [R1, R2] → R
such that

q(x) = Q(‖x‖), ∀x ∈ Ω.
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We look for existence/nonexistence and multiplicity of radially symmetric
positive solutions of (6.6.2) and of (6.6.3), that are classical solutions such
that u(x) > 0 for all x ∈ Ω and also u(x) = U(‖x‖), where U is a scalar
function defined on [R1, R2].

Accordingly, our study can be reduced to the search of positive solutions
of the Dirichlet/Neumann boundary value problem on [R1, R2] associated
with

U ′′(r) +
N − 1

r
U ′(r) + λQ(r)g(U(r)) = 0. (6.6.4)

As explained in Section C.2, using the standard change of variable

t = h(r) :=

∫ r

R1

ξ1−N dξ

and defining

T :=

∫ R2

R1

ξ1−N dξ, r(t) := h−1(t) and v(t) = U(r(t)),

we transform (6.6.4) into the equivalent equation

v′′ + λa(t)g(v) = 0 (6.6.5)

with

a(t) := r(t)2(N−1)Q(r(t)).

Moreover, the boundary conditions becomes

v(0) = v(T ) = 0 and v′(0) = v′(T ) = 0,

respectively. Consequently, the Dirichlet/Neumann boundary value prob-
lems associated with (6.6.5) are of the same form of (6.6.1) and we can
apply the previous results.

Notice that condition (a#) reads as

0 >

∫ T

0
r(t)2(N−1)Q(r(t)) dt =

∫ R2

R1

rN−1Q(r) dr.

Up to a multiplicative constant, the latter integral is the integral of q(x)
on Ω, using the change of variable formula for radially symmetric functions.
Thus, a(t) satisfies (a#) if and only if

(q#)

∫
Ω
q(x) dx < 0.

The analogue of Theorem 6.1.1 for problems (6.6.2) and (6.6.3) now
becomes the following.
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Theorem 6.6.1. Let g : R+ → R+ be a continuous function satisfying (g∗).
Suppose also that g is regularly oscillating at zero and at infinity and satisfies
(g0) and (g∞). Let q(x) be a continuous (radial) weight function as above
satisfying (q#) and such that q(x0) > 0 for some x0 ∈ Ω. Then there exists
λ∗ > 0 such that for each λ > λ∗ problem (6.6.2) ((6.6.3), respectively) has
at least two positive radially symmetric solutions.

Analogously, if we replace the regularly oscillating conditions with the
smoothness assumptions, from Theorem 6.5.3 and Theorem 6.5.4, we obtain
the next result.

Theorem 6.6.2. Let g : R+ → R+ be a continuously differentiable function
satisfying (g∗), (g0) and (g′∞). Let q(x) be a continuous (radial) weight
function as above satisfying (q#) and such that q(x0) > 0 for some x0 ∈ Ω.
Then there exist two positive constant λ∗ ≤ λ∗ such that for each 0 < λ <
λ∗ there are no positive radially symmetric solutions for problem (6.6.2)
((6.6.3), respectively), while for each λ > λ∗ there exist at least two positive
radially symmetric solutions. Moreover, if g′(s) > 0 for all s > 0, then
condition (q#) is also necessary.



Chapter 7
High multiplicity results

In this chapter we continue the investigation initiated in Chapter 6 with
the aim to provide some multiplicity results for positive solutions to Dirich-
let, Neumann and periodic boundary value problems associated with the
second order nonlinear differential equation

(Eλ,µ) u′′+
(
λa+(t)− µa−(t)

)
g(u) = 0,

where a(t) is a sign-changing weight function and g(s) is a function with
superlinear growth at zero, sublinear growth at infinity and positive on R+

0 .
As in the previous chapter, we focus our attention on the periodic problem;
however, for simplicity in the exposition, we prefer to treat the case without
the additive term cu′ (see also the discussion in Section 7.7.1).

For λ, µ positive and large, we prove the existence of 3m − 1 positive
T -periodic solutions when the weight function a(t) has m positive humps
separated by m negative ones (in a T -periodicity interval). The proof is
based on coincidence degree theory for locally compact operators on open
unbounded sets and also applies to Neumann and Dirichlet boundary con-
ditions.

The plan of the chapter is the following. In Section 7.1 we list the
hypothesis on a(t) and on g(s) that we assume for the rest of the chapter and
we present our main result (Theorem 7.1.1). In Section 7.2 we introduce the
functional analytic framework to deal with the periodic problem associated
with (Eλ,µ) in the setting of the Mawhin’s coincidence degree theory. In
Section 7.3 we define the open and unbounded sets ΛI,J and describe the
general strategy for the proof of the degree formula

degLS(Id− Φλ,µ,Λ
I,J , 0) 6= 0. (7.0.1)

In more detail, we first introduce some auxiliary open and unbounded sets
ΩI,J and we then present two lemmas (Lemma 7.3.1 and Lemma 7.3.2) for

203
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the computation of
degLS(Id− Φλ,µ,Ω

I,J , 0). (7.0.2)

The obtention of (7.0.1) from the evaluation of the degrees in (7.0.2) is
justified in Section 7.5 using a purely combinatorial argument. In Section 7.4
we actually show, by means of some careful estimates on the solutions of
some parameterized equations related to (Eλ,µ), that the above lemmas and
the general strategy can be applied for λ and µ large, thus concluding the
proof of Theorem 7.1.1. In Section 7.6 we present some general properties
of (not necessarily periodic) positive solutions of (Eλ,µ) defined on the whole
real line and we discuss the limit behavior for µ → +∞. The chapter ends
with Section 7.7, where we discuss variants and extensions of Theorem 7.1.1
and we also present an application to radially symmetric solutions for some
elliptic PDEs.

7.1 The main multiplicity result

In this section we present our main existence results for positive T-
periodic solutions to (Eλ,µ) in dependence of the real parameters λ, µ > 0.

Let g : R+ → R+ be a continuous function satisfying the sign hypothesis

(g∗) g(0) = 0, g(s) > 0 for s > 0,

as well as the conditions of superlinear growth at zero

(g0) lim
s→0+

g(s)

s
= 0

and sublinear growth at infinity

(g∞) lim
s→+∞

g(s)

s
= 0.

Concerning the weight

aλ,µ(t) := λa+(t)− µa−(t), t ∈ R,

we assume that a : R → R is a T -periodic locally integrable sign-changing
function, that is ∫ T

0
a+(t) dt 6= 0 6=

∫ T

0
a−(t) dt.

More precisely, we suppose that

(a∗) there exist 2m+ 1 points (with m ≥ 1)

σ1 < τ1 < . . . < σi < τi < . . . < σm < τm < σm+1,

with σm+1 − σ1 = T , such that, for i = 1, . . . ,m, a(t) � 0 on [σi, τi]
and a(t) ≺ 0 on [τi, σi+1],
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Without loss of generality, due to the T -periodicity of the function a(t), in
the sequel we assume that σ1 = 0 and σm+1 = T . For i = 1, . . . ,m, we also
set

I+
i := [σi, τi] and I−i := [τi, σi+1]. (7.1.1)

As already observed in the previous chapters, whenever g′(s) > 0 for any
s > 0, a necessary condition for the existence of positive Neumann/periodic
solutions to (Eλ,µ) turns out to be∫ T

0
aλ,µ(t) dt < 0,

which equivalently reads as

µ > µ#(λ) := λ

∫ T
0 a+(t) dt∫ T
0 a−(t) dt

. (7.1.2)

Then, the following result holds true.

Theorem 7.1.1. Let g : R+ → R+ be a continuous function satisfying (g∗),
(g0) and (g∞). Let a : R → R be a T -periodic locally integrable function
satisfying (a∗). Then there exists λ∗ > 0 such that for each λ > λ∗ there
exists µ∗(λ) > 0 such that for each µ > µ∗(λ) equation (Eλ,µ) has at least
3m − 1 positive T -periodic solutions.

More precisely, fixed an arbitrary constant ρ > 0 there exists λ∗ =
λ∗(ρ) > 0 such that for each λ > λ∗ there exist two constants r,R with
0 < r < ρ < R and µ∗(λ) = µ∗(λ, r,R) > 0 such that for any µ > µ∗(λ) and
any finite string S = (S1, . . . ,Sm) ∈ {0, 1, 2}m, with S 6= (0, . . . , 0), there
exists a positive T -periodic solution u(t) of (Eλ,µ) such that

• maxt∈I+i
u(t) < r, if Si = 0;

• r < maxt∈I+i
u(t) < ρ, if Si = 1;

• ρ < maxt∈I+i
u(t) < R, if Si = 2.

Remark 7.1.1. As already anticipated, the same multiplicity result holds
true for the Neumann as well as for the Dirichlet problems associated with
(Eλ,µ) on the interval [0, T ]. Dealing with these boundary value problems,
the weight function a(t) is allowed to be negative on a right neighborhood
of 0 and/or positive on a left neighborhood of T . Indeed, what is crucial to
obtain 3m−1 positive solutions is the fact that there are m positive humps of
the weight function which are separated by negative ones. Accordingly, if we
study the Neumann or the Dirichlet problems on [0, T ] it will be sufficient to
suppose that there are m−1 intervals where a(t) ≺ 0 separating m intervals
where a(t) � 0. On the other hand, the nature of periodic boundary condi-
tions requires that the positive humps of the weight coefficient are separated
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by negative humps on [0, T ]/{0, T} ' R/TZ ' S1. This is the reason for
which condition (a∗) for the periodic problem is conventionally expressed
assuming that, in an interval of length T , the weight function starts positive
and ends negative. For a more detailed discussion, see Section 7.7.2. C

Let us now make some comments about Theorem 7.1.1, trying at first
to explain its meaning in an informal way. The existence of 3m − 1 positive
solutions comes from the possibility of prescribing, for a positive T -periodic
solution of (Eλ,µ), the behavior in each interval of positivity of the weight
function a(t) among three possible ones: either the solution is “very small”
on I+

i (if Si = 0), or it is “small” (if Si = 1) or it is “large” (if Si =
2). This is related to the fact that three non-negative solutions for the
Dirichlet problem associated with u′′ + λa+(t)g(u) = 0 on I+

i are always
available, when g(s) is super-sublinear, for λ > 0 large enough: the trivial
one, and two positive solutions given by Rabinowitz’s theorem (cf. [158]).
This point of view can be made completely rigorous by showing that the
solutions constructed in Theorem 7.1.1 converge, for µ→ +∞, to solutions
of the Dirichlet problem associated with u′′ + λa+(t)g(u) = 0 on each I+

i

and to zero on
⋃
i I
−
i (see the second part of Section 7.6 for a detailed

discussion). With this is mind, one can interpret Theorem 7.1.1 as a singular
perturbation result from the limit case µ = +∞. Indeed, by taking into
account all the possibilities for the non-negative solutions of the Dirichlet
problem associated with u′′+λa+(t)g(u) = 0 on each I+

i , one finds 3m limit
profiles for positive solutions to (Eλ,µ). Among them, 3m − 1 are nontrivial
and give rise, for µ � 0, to 3m − 1 positive T -periodic solutions to (Eλ,µ),
while the trivial limit profile still persists as the trivial solution to (Eλ,µ) for
any µ > 0.

What may appear as a relevant aspect of our result is the fact that a
minimal set of assumptions on the nonlinearity g(s) is required. Indeed,
only positivity, continuity and the hypotheses on the limits g(s)/s for s →
0+ and s → +∞ are required. In particular, no supplementary power-
type growth conditions at zero or at infinity are needed. In Chapter 6
we obtain the existence of at least two positive T -periodic solutions under
the sharp condition (7.1.2) on the coefficient µ; on the other hand, some
extra (although mild) assumptions on g(s) are imposed. It is interesting to
observe that increasing the value of µ yields both abundance of solutions
and no-extra assumptions on g(s).

7.2 The abstract setting of the coincidence degree

Dealing with boundary value problems, it is often convenient to choose
spaces of functions defined on compact domains. Therefore, for the T -
periodic problem, as usual, we shall restrict ourselves to functions u(t) de-
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fined on [0, T ] and such that

u(0) = u(T ), u′(0) = u′(T ). (7.2.1)

In the sequel, solutions of a given second order differential equation satisfying
the boundary condition (7.2.1) will be referred to as T -periodic solutions.

Let X := C([0, T ]) be the space of continuous functions u : [0, T ] → R,
endowed with the norm

‖u‖∞ := max
t∈[0,T ]

|u(t)|,

and let Z := L1([0, T ]) be the space of integrable functions v : [0, T ] → R,
endowed with the norm

‖v‖L1 :=

∫ T

0
|v(t)| dt.

As well known, the differential operator

L : u 7→ −u′′,

defined on

domL :=
{
u ∈W 2,1([0, T ]) : u(0) = u(T ), u′(0) = u′(T )

}
⊆ X,

is a linear Fredholm map of index zero with range

ImL =

{
v ∈ Z :

∫ T

0
v(t) dt = 0

}
.

Moreover, as usual, we can define the projectors P : X → kerL ∼= R and
Q : Z → cokerL ∼= Z/ImL ∼= R, as the average operators

Pu = Qu :=
1

T

∫ T

0
u(t) dt.

Finally, let KP : ImL→ domL∩ kerP be the right inverse of L, that is the
operator that to any function v ∈ L1([0, T ]) with

∫ T
0 v(t) dt = 0 associates

the unique T -periodic solution u of

u′′ + v(t) = 0, with

∫ T

0
u(t) dt = 0.

Next, we introduce the L1-Carathéodory function

fλ,µ(t, s) :=

{
−s, if s ≤ 0;

aλ,µ(t)g(s), if s ≥ 0;
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where a : R→ R is a locally integrable T -periodic function, g : R+ → R+ is
a continuous function with g(0) = 0 and λ, µ > 0 are fixed parameters. Let
us denote by Nλ,µ : X → Z the Nemytskii operator induced by the function
fλ,µ, that is

(Nλ,µu)(t) := fλ,µ(t, u(t)), t ∈ [0, T ].

By coincidence degree theory, the operator equation

Lu = Nλ,µu, u ∈ domL,

is equivalent to the fixed point problem

u = Φλ,µu := Pu+QNλ,µu+KP (Id−Q)Nλ,µu, u ∈ X.

Notice that the term QNλ,µu in the above formula should be more correctly
written as JQNλ,µu, where J is a linear (orientation-preserving) isomor-
phism from cokerL to kerL. However, in our situation, both cokerL, as
well as kerL, can be identified with R, so that we can take as J the identity
on R. It is standard to verify that Φλ,µ : X → X is a completely continuous
operator and thus we say that Nλ,µ is L-completely continuous.

In the sequel we will apply this general setting in the following manner.
We consider a L-completely continuous operator N and an open (not neces-
sarily bounded) set A such that the solution set {u ∈ A∩domL : Lu = Nu}
is compact and disjoint from ∂A. Therefore DL(L −N ,A) is well-defined.
We will proceed analogously when dealing with homotopies.

We notice that, by the existence theorem, if DL(L − Nλ,µ,Ω) 6= 0 for
some open set Ω ⊆ X, then equation

u′′ + fλ,µ(t, u) = 0 (7.2.2)

has at least one solution in Ω satisfying the boundary condition (7.2.1). If
we denote by u(t) such a solution, we have that u(t) can be extended by T -
periodicity to a T -periodic solution of (7.2.2) defined on the whole real line.
Moreover, a standard application of the maximum principle ensures that
u(t) ≥ 0 for all t ∈ R. Finally, if g(s)/s is bounded in a right neighborhood
of s = 0 (a situation which always occurs if we assume (g0)), then either
u ≡ 0 or u(t) > 0 for all t ∈ R.

Remark 7.2.1. As already observed in the introduction and in Section 7.1,
our main attention is devoted to the investigation of the periodic problem for
Lu = −u′′, while, for Neumann and Dirichlet boundary conditions, as well
as for other operators, we only underline which modifications are needed.

If we study the Neumann problem, we just modify the domain of L as

domL :=
{
u ∈W 2,1([0, T ]) : u′(0) = u′(T ) = 0

}
⊆ X

and all the rest is basically the same with elementary modifications. Ob-
viously, the right inverse of L now is the operator which associates to any
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function v ∈ L1([0, T ]) satisfying
∫ T

0 v(t) dt = 0 the unique solution of

u′′ + v(t) = 0 with u′(0) = u′(T ) = 0 and
∫ T

0 u(t) dt = 0.

In the case of the Dirichlet problem, the domain of L is

domL := W 2,1
0 ([0, T ]) =

{
u ∈W 2,1([0, T ]) : u(0) = u(T ) = 0

}
⊆ X,

but now the differential operator L is invertible (indeed it can be expressed
by means of the Green’s function), so that Φλ,µ = L−1Nλ,µ. In this situation,
coincidence degree theory reduces to the classical Leray-Schauder one for
locally compact operators.

Finally, we observe that the above framework remains substantially un-
changed for other classes of linear differential operators. In the periodic case,
exactly the same considerations as above are valid if we take the operator

L : u 7→ −u′′ − cu′,

where c ∈ R is an arbitrary but fixed constant (recall that the maximum
principle is still valid in this setting, see Appendix C). This, in principle,
allows us to insert a dissipation term in equation (Eλ,µ) (see Section 7.7.1
for a more detailed discussion).

Concerning the Neumann and the Dirichlet problems, we can easily deal
with self-adjoint differential operators of the form

L : u 7→ −(p(t)u′)′,

with p(t) > 0 for all t ∈ [0, T ]. We do not insist further on these aspects;
however, we will present later a special example of p(t) which naturally
arises in the study of radially symmetric solutions of elliptic PDEs (see
Section 7.7.3). C

7.3 Proof of Theorem 7.1.1: an outline

The proof of Theorem 7.1.1 and its variants is based on the abstract
setting described in the previous section but it also requires some careful
estimates on the solutions of (Eλ,µ) and of some related equations. In this
section we first introduce some special open sets of the Banach space X
where the coincidence degree will be computed and next we present the
main steps which are required for these computations. In this manner we
can skip for a moment all the technical estimates (which are developed in
Section 7.4) and focus ourselves on the general strategy of the proof.

From now on, all the assumptions on a(t) and g(s) in Theorem 7.1.1 will
be implicitly assumed.
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7.3.1 General strategy

Let us fix an arbitrary constant ρ > 0. Depending on ρ, we determine a
value λ∗ = λ∗(ρ) > 0 such that, for λ > λ∗, any non-negative solution to

u′′ + λa+(t)g(u) = 0,

with maxt∈I+i
u(t) = ρ, must vanish on I+

i (whatever the index i = 1 . . . ,m).

This fact is expressed in a more formal way in Lemma 7.4.1 (where we also
consider a more general equation). From now on, both ρ and λ > λ∗ are
fixed.

Next, given any constants r,R with 0 < r < ρ < R and for any pair of
subsets of indices I,J ⊆ {1, . . . ,m} (possibly empty) with I ∩ J = ∅, we
define the open and unbounded set

ΩI,J(r,ρ,R) :=

u ∈ X :

maxI+i
|u| < r, i ∈ {1, . . . ,m} \ (I ∪ J )

maxI+i
|u| < ρ, i ∈ I

maxI+i
|u| < R, i ∈ J

 . (7.3.1)

See Figure 7.1 for the representations of the sets ΩI,J(r,ρ,R) when m = 2.

Then, in Section 7.4.2 we determine two specific constants r, R with
0 < r < ρ < R such that, for any choice of I,J as above, the coincidence
degree

DL

(
L−Nλ,µ,Ω

I,J
(r,ρ,R)

)
is defined, provided that µ is sufficiently large (say µ > µ∗(λ, r,R)). Along
this process, in Section 7.4.3 and Section 7.4.4 we also prove Theorem 7.3.1
below.

Theorem 7.3.1. In the above setting, it holds that

DL

(
L−Nλ,µ,Ω

I,J
(r,ρ,R)

)
=

{
0, if I 6= ∅;
1, if I = ∅.

(7.3.2)

Then, having fixed ρ, λ, r, R, µ as above, we further introduce the open
and unbounded sets

ΛI,J(r,ρ,R) :=

u ∈ X :

maxI+i
|u| < r, i ∈ {1, . . . ,m} \ (I ∪ J )

r < maxI+i
|u| < ρ, i ∈ I

ρ < maxI+i
|u| < R, i ∈ J

 . (7.3.3)

See Figure 7.2 for the representations of the sets ΛI,J(r,ρ,R) when m = 2.

From Theorem 7.3.1 and the combinatorial argument presented in Sec-
tion 7.5, we can prove the following.
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Figure 7.1: The figure represents the family of sets ΩI,J(r,ρ,R), when m = 2 and the

subintervals of positivity I+1 := [0, τ1] and I+2 := [σ2, τ2] are arranged as in the

figure. The sets ΩI,J(r,ρ,R) are made up of the continuous functions on [0, T ] which

are in the blue area on the intervals I+1 and I+2 , while in the remaining intervals

there are no constraints. We consider only the non-negative function in ΩI,J(r,ρ,R).

Theorem 7.3.2. In the above setting, it holds that

DL

(
L−Nλ,µ,Λ

I,J
(r,ρ,R)

)
= (−1)#I . (7.3.4)

As a consequence of the existence property for the coincidence degree,
we thus obtain the existence of a T -periodic solution of (7.2.2) in each of
these 3m sets ΛI,J(r,ρ,R) (taking into account all the possible cases for I,J ).

Notice that Λ∅,∅(r, ρ,R) contains the trivial solution. In all the other 3m−1
sets the solution must be nontrivial and hence, by the maximum principle
argument recalled in the previous section, a positive solution of (Eλ,µ). In
this manner we can conclude that, for each choice of I,J with I ∪ J 6= ∅,
there exists at least one positive T -periodic solution u(t) of (Eλ,µ) such that

• 0 < maxt∈I+i
u(t) < r, for i /∈ I ∪ J ;
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Figure 7.2: The figure represents the family of sets ΛI,J(r,ρ,R), when m = 2 and the

subintervals of positivity I+1 := [0, τ1] and I+2 := [σ2, τ2] are arranged as in the

figure. The sets ΛI,J(r,ρ,R) are made up of the functions in ΩI,J(r,ρ,R) such that the

maximum on I+i (i = 1, 2) is in the green area. We consider only the non-negative

function in ΛI,J(r,ρ,R).

• r < maxt∈I+i
u(t) < ρ, for all i ∈ I;

• ρ < maxt∈I+i
u(t) < R, for all i ∈ J .

Finally, in order to achieve the conclusion of Theorem 7.1.1, we just ob-
serve that, given any finite string S = (S1, . . . ,Sm) ∈ {0, 1, 2}m, with
S 6= (0, . . . , 0), we can associate to S the sets

I :=
{
i ∈ {1, . . . ,m} : Si = 1

}
, J :=

{
i ∈ {1, . . . ,m} : Si = 2

}
,

so that Si = 0 when i /∈ I ∪ J . This fact completes the proof of Theo-
rem 7.1.1.
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7.3.2 Degree lemmas

For the proof of Theorem 7.3.1, we need to compute the topological
degrees in formula (7.3.2). To this end, we will use the following results.

Lemma 7.3.1. Let I 6= ∅ and λ, µ > 0. Assume that there exists v ∈
L1([0, T ]), with v(t) � 0 on [0, T ] and v ≡ 0 on

⋃
i I
−
i , such that the following

properties hold.

(H1) If α ≥ 0, then any T -periodic solution u(t) of

u′′ +
(
λa+(t)− µa−(t)

)
g(u) + αv(t) = 0, (7.3.5)

with 0 ≤ u(t) ≤ R for all t ∈ [0, T ], satisfies

• maxt∈I+i
u(t) 6= r, if i /∈ I ∪ J ;

• maxt∈I+i
u(t) 6= ρ, if i ∈ I;

• maxt∈I+i
u(t) 6= R, if i ∈ J .

(H2) There exists α∗ ≥ 0 such that equation (7.3.5), with α = α∗, does not
possess any non-negative T -periodic solution u(t) with

u(t) ≤ ρ, ∀ t ∈
⋃
i∈I

I+
i .

Then it holds that
DL

(
L−Nλ,µ,Ω

I,J
(r,ρ,R)

)
= 0.

Proof. We adapt to our situation an argument from Lemma 6.2.1 (cf. also
Lemma 4.2.3). We first write the equation

u′′ + fλ,µ(t, u) + αv(t) = 0 (7.3.6)

as a coincidence equation in the space X

Lu = Nλ,µu+ αv, u ∈ domL,

and we check that the coincidence degree DL

(
L − Nλ,µ − αv,ΩI,J(r,ρ,R)

)
is

well-defined for any α ≥ 0. To this end, for α ≥ 0, we consider the solution
set

Rα :=
{
u ∈ cl

(
ΩI,J(r,ρ,R)

)
∩ domL : Lu = Nλ,µu+ αv

}
.

We have that u ∈ Rα if and only if u(t) is a T -periodic solution of (7.3.6)
with |u(t)| ≤ r for all t ∈ I+

i if i /∈ I ∪ J , |u(t)| ≤ ρ for all t ∈ I+
i if

i ∈ I, and |u(t)| ≤ R for all t ∈ I+
i if i ∈ J . By a maximum principle

argument, we find u(t) ≥ 0 for any t. Moreover, taking into account that
v(t) � 0 on [0, T ] and v ≡ 0 on

⋃
i I
−
i , we have that u(t) is concave in each
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I+
i and convex in each I−i . As a consequence, u(t) ≤ R for any t. Hence,
Rα ⊆ B[0, R] := {u ∈ X : ‖u‖∞ ≤ R} and the complete continuity of Φλ,µ

implies that Rα is compact. Furthermore, condition (H1) guarantees that
maxI+i

u < r if i /∈ I ∪ J , maxI+i
u < ρ if i ∈ I, and maxI+i

u < R if i ∈ J .

Thus, Rα ⊆ ΩI,J(r,ρ,R). In this way we conclude that the coincidence degree

DL

(
L−Nλ,µ − αv,ΩI,J(r,ρ,R)

)
is well-defined for any α ≥ 0.

Now, using α as homotopy parameter and using the homotopic invariance
of the degree (with the same argument as above, we can see that

⋃
α∈[0,α∗]Rα

is a compact subset of ΩI,J(r,ρ,R)), we have that

DL

(
L−Nλ,µ,Ω

I,J
(r,ρ,R)

)
= DL

(
L−Nλ,µ − α∗v,ΩI,J(r,ρ,R)

)
.

If, by contradiction, this degree is non-null, then there exists at least one T -
periodic solution u ∈ ΩI,J(r,ρ,R) of (7.3.6) with α = α∗. Again by the maximum

principle, we then have a non-negative T -periodic solution of (7.3.5) with
α = α∗ and, since u ∈ ΩI,J(r,ρ,R) with I 6= ∅, it holds that maxI+i

u ≤ ρ if

i ∈ I. This contradicts assumption (H2) and the proof is completed.

The next result uses a duality theorem by Mawhin which relates the
coincidence degree with the (finite dimensional) Brouwer degree. We recall
also the definition of µ#(λ) given in (7.1.2).

Lemma 7.3.2. Let I = ∅, λ > 0 and µ > µ#(λ). Assume the following
property.

(H3) If ϑ ∈ ]0, 1], then any T -periodic solution u(t) of

u′′ + ϑ
(
λa+(t)− µa−(t)

)
g(u) = 0, (7.3.7)

with 0 ≤ u(t) ≤ R for all t ∈ [0, T ], satisfies

• maxt∈I+i
u(t) 6= r, if i /∈ J ;

• maxt∈I+i
u(t) 6= R, if i ∈ J .

Then it holds that

DL

(
L−Nλ,µ,Ω

∅,J
(r,ρ,R)

)
= 1.

Proof. We argue similarly as in Lemma 6.2.2. We consider the parameter-
ized equation

u = Ψϑ(u) := Pu+QNλ,µu+ ϑKP (Id−Q)Nλ,µu, u ∈ X, ϑ ∈ [0, 1].

Let also

S :=
⋃

ϑ∈[0,1]

{
u ∈ cl

(
Ω∅,J(r,ρ,R)

)
: u = Ψϑ(u)

}
.
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Suppose that 0 < ϑ ≤ 1. In this situation, u = Ψϑ(u) if and only if

Lu = ϑNλ,µu, u ∈ domL,

or, equivalently, u(t) is a T -periodic solution of

u′′ + ϑfλ,µ(t, u) = 0.

If u ∈ cl
(
Ω∅,J(r,ρ,R)

)
, we know that maxI+i

|u| ≤ r if i /∈ J and maxI+i
|u| ≤

R if i ∈ J . Hence, by a maximum principle, u(t) is a non-negative T -
periodic solution of (7.3.7) and, by a convexity argument, u(t) ≤ R for any
t. Moreover, by (H3), maxI+i

u < r if i /∈ J and maxI+i
u < R if i ∈ J .

On the other hand, if ϑ = 0, u is a solution of u = Ψ0(u) if and only if
u = Pu+QNλ,µu, that is, u ∈ kerL and QNλ,µu = 0. Since kerL ∼= R and

QNλ,µu =
1

T

∫ T

0
fλ,µ(t, s) dt, for u ≡ constant = s ∈ R,

we conclude that u ≡ s ∈ R is a solution of u = Ψ0(u) with u ∈ cl
(
Ω∅,J(r,ρ,R)

)
if and only if |s| ≤ r if J 6= {1, . . . ,m} and |s| ≤ R if J = {1, . . . ,m} and,

moreover, f#
λ,µ(s) = 0, where we have set

f#
λ,µ(s) :=

1

T

∫ T

0
fλ,µ(t, s) dt =


−s, if s ≤ 0;(

1

T

∫ T

0
aλ,µ(t) dt

)
g(s), if s ≥ 0.

If µ > µ#(λ), we have that f#
λ,µ satisfies f#

λ,µ(s)s < 0 for s 6= 0. Hence
u ≡ 0.

We conclude that the set S is compact and contained in Ω∅,J(r,ρ,R). By the
homotopic invariance of the coincidence degree, we have that

DL

(
L−Nλ,µ,Ω

∅,J
(r,ρ,R)

)
= degLS

(
Id−Ψ1,Ω

∅,J
(r,ρ,R), 0

)
= degLS

(
Id−Ψ0,Ω

∅,J
(r,ρ,R), 0

)
= degB

(
−QNλ,µ|kerL,Ω

∅,J
(r,ρ,R) ∩ kerL, 0

)
= degB

(
−f#

λ,µ|kerL, ]−d, d[, 0
)

= 1,

where d = r or d = R according to whether J 6= {1, . . . ,m} or J =
{1, . . . ,m}. This concludes the proof.

Remark 7.3.1. When dealing with other differential operators L or with
Neumann and Dirichlet boundary conditions, some changes are required.

First of all we notice that Lemma 7.3.1 and Lemma 7.3.2 hold exactly the
same for the T -periodic problem and the differential operator u 7→ −u′′−cu′.
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The same is true for Neumann boundary conditions: we have only to assume
for equation (7.3.5) and (7.3.7) that u(t) is a solution satisfying u′(0) =
u′(T ) = 0. For these cases, no relevant changes are needed in the proofs.

Concerning the Dirichlet problem the following modifications are in or-
der. First, in all the degree formulas the terms DL(L − Nλ,µ, ·) have to
be replaced by degLS(Id−L−1Nλ,µ, ·, 0). Secondly, in equations (7.3.5) and
(7.3.7) we have to suppose that u(t) is a solution satisfying u(0) = u(T ) = 0.
Finally, we strongly simplify the argument in the proof of Lemma 7.3.2 since,
when ϑ = 0, we directly reduce to the trivial equation u = 0. Therefore the
homotopic invariance of the Leray-Schauder degree (with respect to the pa-
rameter ϑ ∈ [0, 1]) yields

DL(L−Nλ,µ,Ω
∅,J
(r,ρ,R)) = degLS(Id,Ω∅,J(r,ρ,R), 0) = 1,

because 0 ∈ Ω∅,J(r,ρ,R). In this case the condition µ > µ#(λ) is not required in
Lemma 7.3.2. However, the largeness of µ will be in any case needed later
in subsequent technical estimates. C

7.4 Proof of Theorem 7.1.1: the details

In view of the general strategy for the proof described in Section 7.3,
we are going to prove that the assumptions (H1), (H2) of Lemma 7.3.1 and
(H3) of Lemma 7.3.2 are satisfied for suitable choices of r, ρ,R and λ, µ
large enough. These proofs are given in the second part of this section (see
Section 7.4.3 and Section 7.4.4). Lemma 7.3.1 and Lemma 7.3.2 involve the
study of the solutions of (7.3.5) and (7.3.7), respectively. These equations,
although different, present common features and, for this reason, we premise
some technical estimates on the solutions which will help and simplify our
subsequent proofs.

Keeping in mind that all the assumptions on a(t) and g(s) in Theo-
rem 7.1.1 are assumed, we introduce now the following notation. For any
constant d > 0, we set

ζ(d) := max
d
2
≤s≤d

g(s)

s
, γ(d) := min

d
2
≤s≤d

g(s)

s
. (7.4.1)

Moreover, we also define

g∗(d) := max
0≤s≤d

g(s), g∗(d,D) := min
d≤s≤D

g(s),

where D > d is another arbitrary constant. Furthermore, recalling (a∗) and
the positions in (7.1.1), for all i = 1, . . . ,m, we set

‖a‖±,i :=

∫
I±i

a±(t) dt
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and

Ai(t) :=

∫ t

τi

a−(ξ) dξ, t ∈ I−i , ‖Ai‖ :=

∫
I−i

Ai(t) dt,

Bi(t) :=

∫ σi+1

t
a−(ξ) dξ, t ∈ I−i , ‖Bi‖ :=

∫
I−i

Bi(t) dt.

Notice that, in general, ‖Ai‖ and ‖Bi‖ may be different.

7.4.1 Technical estimates

We present now some preliminary technical lemmas. We stress the fact
that all the results in this subsection concern the properties of solutions of
given equations without any reference to the boundary conditions.

Lemma 7.4.1. For any ρ > 0, there exists λ∗ = λ∗(ρ) > 0 such that, for
any λ > λ∗, α ≥ 0 and i ∈ {1, . . . ,m}, there are no non-negative solutions
u(t) to

u′′ + λa+(t)g(u) + α = 0, (7.4.2)

with u(t) defined for all t ∈ I+
i , and such that maxt∈I+i

u(t) = ρ.

Proof. We fix ε > 0 such that, for each i ∈ {1, . . . ,m}, ε < (τi − σi)/2 and,
moreover,

∫ τi−ε
σi+ε

a+(t) dt > 0. In this manner, the quantity

νε := min
i=1,...,m

∫ τi−ε

σi+ε
a+(t) dt

is well-defined and positive.
Let ρ > 0 be fixed and consider α ≥ 0 and i ∈ {1, . . . ,m}. Suppose that

u(t) is a non-negative solution of (7.4.2) defined on I+
i and such that

max
t∈I+i

u(t) = ρ.

Using the concavity of u(t) on I+
i and proceeding as in Section 5.7 (see also

Section 3.3.2, Section 4.3 and Section 6.4.1), we have

|u′(t)| ≤ u(t)

ε
, ∀ t ∈ [σi + ε, τi − ε].

As a consequence,

|u′(t)| ≤ ρ

ε
, ∀ t ∈ [σi + ε, τi − ε]. (7.4.3)

On the other hand, the concavity of u(t) on I+
i ensures that

u(t) ≥ ρ

|I+
i |

min{t− σi, τi − t}, ∀ t ∈ I+
i . (7.4.4)
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We introduce now the positive constant

ηε,ρ := min

{
g(s) :

ερ

max
i=1,...,m

|I+
i |
≤ s ≤ ρ

}
.

Integrating equation (7.4.2) on [σi + ε, τi − ε] and using (7.4.3) and (7.4.4),
we obtain

ληε,ρ

∫ τi−ε

σi+ε
a+(t) dt ≤ λ

∫ τi−ε

σi+ε
a+(t)g(u(t)) dt =

∫ τi−ε

σi+ε
(−u′′(t)− α) dt

= u′(σi + ε)− u′(τi − ε)− α (τi − σi − 2ε) ≤ 2ρ

ε
.

Now, we set

λ∗ = λ∗(ρ) :=
2ρ

ενεηε,ρ
.

Arguing by contradiction, from the last inequality we immediately conclude
that there are no non-negative solutions u(t) of (7.4.2) with maxt∈I+i

u(t) =

ρ, if λ > λ∗.

Lemma 7.4.2. Let λ, µ > 0. Let d > 0 be such that

ζ(d) <
1

2λ max
i=1,...,m

(|I+
i |+ |I

−
i |)‖a‖+,i

. (7.4.5)

Suppose that u(t) is a non-negative solution of

u′′ + ϑ
(
λa+(t)− µa−(t)

)
g(u) = 0, ϑ ∈ ]0, 1],

defined on I+
i ∪ I

−
i for some i ∈ {1, . . . ,m} and such that

max
t∈I+i

u(t) = d and u′(σi) ≥ 0.

Then it holds that

u(σi+1) ≥ d
[
1 +

ϑ

2

(
µγ(d)‖Ai‖ − 1

)]
and

u′(σi+1) ≥ ϑd
(
µ
γ(d)

2
‖a‖−,i − λ‖a‖+,iζ(d)

)
.

Proof. The proof is split into two parts. In the first one we provide some
estimates for u(τi) and u′(τi), while in the second part we obtain the desired
inequality on u(σi+1) and u′(σi+1).
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Let t̂i ∈ I+
i be such that

max
t∈I+i

u(t) = d = u(t̂i).

Observe that u′(t̂i) = 0, if σi ≤ t̂i < τi (since u′(σi) ≥ 0), while u′(t̂i) ≥ 0, if
t̂i = τi. As a first instance, suppose that

u′(t̂i) = 0.

Let [s1, s2] ⊆ I+
i be the maximal closed interval containing t̂i and such that

u(t) ≥ d/2 for all t ∈ [s1, s2]. We claim that [s1, s2] = I+
i . From

u′′(t) = −ϑλa+(t)g(u(t)), t ∈ I+
i ,

and

u′(t) = u′(t̂i) +

∫ t

t̂i

u′′(ξ) dξ, ∀ t ∈ I+
i ,

it follows that

|u′(t)| ≤ ϑλ‖a‖+,iζ(d)d, ∀ t ∈ [s1, s2].

Then, in view of (7.4.5),

u(t) = u(t̂i) +

∫ t

t̂i

u′(ξ) dξ ≥ d− ϑλ|I+
i |‖a‖+,iζ(d)d >

d

2
, ∀ t ∈ [s1, s2].

This inequality, together with the maximality of the interval [s1, s2], implies
that [s1, s2] = I+

i . Hence

u′(t) ≥ −ϑλ‖a‖+,iζ(d)d, ∀ t ∈ I+
i , (7.4.6)

and, a fortiori,

u′(τi) ≥ −ϑλ‖a‖+,iζ(d)d. (7.4.7)

Moreover, after an integration of (7.4.6) on [t̂i, τi], we obtain

u(τi) ≥ d
(
1− ϑλ|I+

i |‖a‖+,iζ(d)
)
. (7.4.8)

On the other hand, if we suppose that t̂i = τi and u′(t̂i) > 0, we immediately
have

u(τi) = d ≥ d
(
1− ϑλ|I+

i |‖a‖+,iζ(d)
)

and u′(τi) > 0 ≥ −ϑλ‖a‖+,iζ(d)d.

Thus, in any case, (7.4.7) and (7.4.8) hold. Having produced some estimates
on u(τi) and u′(τi) we are in position now to proceed with the second part
of the proof.
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We consider the subsequent (adjacent) interval I−i = [τi, σi+1] where the
weight is non-positive. Since u′(t) is non-decreasing, from (7.4.7) we get

u′(t) ≥ −ϑλ‖a‖+,iζ(d)d, ∀ t ∈ I−i .

Therefore, integrating on [τi, t] and using (7.4.8), we have

u(t) = u(τi) +

∫ t

τi

u′(ξ) dξ ≥ d
(
1− ϑλ|I+

i |‖a‖+,iζ(d)− ϑλ|I−i |‖a‖+,iζ(d)
)

≥ d
(
1− λ(|I+

i |+ |I
−
i |)‖a‖+,iζ(d)

)
>
d

2
, ∀ t ∈ I−i ,

(7.4.9)
where the last inequality follows from (7.4.5). On the other hand, integrating

u′′(t) = ϑµa−(t)g(u(t)), t ∈ I−i ,

on [τi, t] and using (7.4.7) and (7.4.9), we find

u′(t) = u′(τi) +

∫ t

τi

ϑµa−(ξ)g(u(ξ)) dξ

≥ −ϑλ‖a‖+,iζ(d)d+ ϑ
d

2
µγ(d)Ai(t), ∀ t ∈ I−i .

In particular,

u′(σi+1) ≥ ϑd
(
µ
γ(d)

2
‖a‖−,i − λ‖a‖+,iζ(d)

)
.

Finally, a further integration and condition (7.4.5) yield

u(σi+1) = u(τi) +

∫ σi+1

τi

u′(t) dt

≥ d− ϑλ(|I+
i |+ |I

−
i |)‖a‖+,iζ(d)d+ ϑ

d

2
µγ(d)‖Ai‖

≥ d
[
1 + ϑ

(
µ
γ(d)

2
‖Ai‖ − λ(|I+

i |+ |I
−
i |)‖a‖+,iζ(d)

)]
≥ d

[
1 +

ϑ

2

(
µγ(d)‖Ai‖ − 1

)]
.

This concludes the proof.

Symmetrically, we have the following.

Lemma 7.4.3. Let λ, µ > 0. Let d > 0 be such that

ζ(d) <
1

2λ max
i=1,...,m

(|I−i−1|+ |I
+
i |)‖a‖+,i

.
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Suppose that u(t) is a non-negative solution of

u′′ + ϑ
(
λa+(t)− µa−(t)

)
g(u) = 0, ϑ ∈ ]0, 1],

defined on I−i−1 ∪ I
+
i for some i ∈ {1, . . . ,m} and such that

max
t∈I+i

u(t) = d and u′(τi) ≤ 0.

Then it holds that

u(τi−1) ≥ d
[
1 +

ϑ

2

(
µγ(d)‖Bi−1‖ − 1

)]
and

u′(τi−1) ≤ −ϑd
(
µ
γ(d)

2
‖a‖−,i−1 − λ‖a‖+,iζ(d)

)
.

Remark 7.4.1. In the sequel, when dealing with the periodic problem, we
observe that the solutions we consider are defined on [0, T ] and satisfy T -
periodic boundary conditions u(T ) − u(0) = u′(T ) − u′(0) = 0. Hence it
is convenient to count the intervals cyclically. Accordingly, in the special
case in which i = 1, we apply Lemma 7.4.3 with the agreement I−0 = I−m.
This makes sense because, if we extend the solution by T -periodicity on the
whole real line, we can consider the interval I−m − T as adjacent on the left
to I+

1 . C

Lemma 7.4.4. Let λ > 0 and 0 < d < D. For any i ∈ {1, . . . ,m} there
exists a constant

µ∗,+i = µ∗,+i (I−i , I
+
i+1) > 0

such that for all µ > µ∗,+i any non-negative solution u(t) of

u′′ + ϑ
(
λa+(t)− µa−(t)

)
g(u) = 0, ϑ ∈ ]0, 1],

defined on I−i ∪ I
+
i+1 and such that

‖u‖∞ ≤ D, u(τi) > d and u′(τi) > 0,

satisfies
u(t) > d, u′(t) > 0, ∀ t ∈ I−i ∪ I

+
i+1.

Proof. Clearly, by the convexity of u(t) on I−i , we have

u(t) > d, u′(t) > 0, ∀ t ∈ I−i .

Integrating

u′′(t) = ϑµa−(t)g(u(t)) ≥ ϑµa−(t)g∗(d,D), t ∈ I−i ,



222 Chapter 7. High multiplicity results

on [τi, t] ⊆ I−i we find

u′(t) = u′(τi) +

∫ t

τi

u′′(ξ) dξ > ϑµAi(t)g∗(d,D), ∀ t ∈ I−i ,

so that
u′(σi+1) > ϑµAi(σi+1)g∗(d,D) = ϑµ‖a‖−,i g∗(d,D).

On the other hand, integrating

u′′(t) = −ϑλa+(t)g(u(t)) ≥ −ϑλa+(t)g∗(D), t ∈ I+
i+1,

on [σi+1, t] ⊆ I+
i+1 we find

u′(t) = u′(σi+1) +

∫ t

σi+1

u′′(ξ) dξ

> ϑ
(
µ‖a‖−,ig∗(d,D)− λ‖a‖+,i+1g

∗(D)
)
> 0, ∀ t ∈ I+

i+1,

where the last inequality holds provided that

µ > µ∗,+i = µ∗,+i (I−i , I
+
i+1) :=

λ‖a‖+,i+1g
∗(D)

‖a‖−,ig∗(d,D)
.

Then the solution u(t) is increasing in I+
i+1 = [σi+1, τi+1] and hence

u(t) > u(σi+1) > d, ∀ t ∈ I+
i+1.

The proof is thus completed.

Symmetrically, we have the following.

Lemma 7.4.5. Let λ > 0 and 0 < d < D. For any i ∈ {1, . . . ,m} there
exists a constant

µ∗,−i = µ∗,−i (I+
i−1, I

−
i−1) > 0

such that for all µ > µ∗,−i any non-negative solution u(t) of

u′′ + ϑ
(
λa+(t)− µa−(t)

)
g(u) = 0, ϑ ∈ ]0, 1],

defined on I+
i−1 ∪ I

−
i−1 and such that

‖u‖∞ ≤ D, u(σi) > d and u′(σi) < 0,

satisfies
u(t) > d, u′(t) < 0, ∀ t ∈ I+

i−1 ∪ I
−
i−1.

Remark 7.4.2. Similarly as in Remark 7.4.1, in order to make the state-
ments of Lemma 7.4.4 and Lemma 7.4.5 meaningful for each possible choice
of the index i ∈ {1, . . . ,m}, when dealing with the periodic problem we shall
use the cyclic agreement I−0 = I−m (as above) and, moreover, I+

m+1 = I+
1 ,

I+
0 = I+

m. C
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7.4.2 Fixing the constants ρ, λ, r and R

First of all, we arbitrarily choose a constant ρ > 0. Then, we determine
the constant λ∗ = λ∗(ρ) > 0 according to Lemma 7.4.1 and we take an
arbitrary λ > λ∗. Next, we fix two positive constants r,R with

0 < r < ρ < R

and such that

ζ(s) <
1

2λ max
i=1,...,m

(|I−i−1|+ |I
+
i |+ |I

−
i |)‖a‖+,i

, ∀ 0 < s ≤ r, ∀ s ≥ R,

(7.4.10)
where ζ(s) is defined in (7.4.1). In the above formula, we use again the cyclic
agreement I−0 = I−m. The existence of r and R with the above property is
guaranteed by the fact that g(s)/s → 0+ for s → 0+ and for s → +∞,
namely conditions (g0) and (g∞).

With this choice of r, ρ and R, we consider the sets ΩI,J(r,ρ,R) defined

in (7.3.1). We are ready now to prove Theorem 7.3.1, by checking that
Lemma 7.3.1 and Lemma 7.3.2 can be applied for µ > 0 sufficiently large
(say µ > µ∗(λ, r,R)).

In the proofs of the next two subsections we deal with solutions satis-
fying T -periodic boundary conditions. Accordingly, we apply Lemma 7.4.2,
Lemma 7.4.3, Lemma 7.4.4 and Lemma 7.4.5 with the cyclic convention
about the labelling of the intervals described in Remark 7.4.1 and Re-
mark 7.4.2.

7.4.3 Checking the assumptions of Lemma 7.3.1 for µ large

In this section we are going to prove the first part of Theorem 7.3.1, that
is

DL

(
L−Nλ,µ,Ω

I,J
(r,ρ,R)

)
= 0, if I 6= ∅. (7.4.11)

As usual, we implicitly suppose that I,J ⊆ {1, . . . ,m} with I ∩ J = ∅.
Given I,J as above, with I 6= ∅, it is sufficient to check that the as-

sumptions of Lemma 7.3.1 are satisfied, taking as v(t) the indicator function
of the set

⋃
i∈I I

+
i .

Verification of (H1). Let α ≥ 0. By contradiction, suppose that there
exists a non-negative T -periodic solution u(t) of (7.3.5) with ‖u‖∞ ≤ R
such that at least one of the following conditions holds:

(a1) there is an index i /∈ I ∪ J such that maxt∈I+i
u(t) = r;

(a2) there is an index i ∈ I such that maxt∈I+i
u(t) = ρ;

(a3) there is an index i ∈ J such that maxt∈I+i
u(t) = R.
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Suppose that (a1) holds. On the interval I+
i ∪ I

−
i (with i /∈ I ∪ J )

equation (7.3.5) reads as

u′′ +
(
λa+(t)− µa−(t)

)
g(u) = 0.

Consider at first the case u′(σi) ≥ 0. By Lemma 7.4.2 (with ϑ = 1 and
d = r), we have that

u(σi+1) ≥ r
(

1 + µ
γ(r)

2
‖Ai‖ −

1

2

)
≥ µ rγ(r)

2
‖Ai‖.

Thus, taking

µ > µ̂right
i :=

2R

rγ(r)‖Ai‖
, (7.4.12)

we obtain
u(σi+1) > R,

a contradiction. On the other hand, if u′(σi) < 0, by the concavity of u(t)
in I+

i we have that u′(τi) < 0. In this case we reach the contradiction

u(τi−1) > R

using Lemma 7.4.3 (with ϑ = 1 and d = r) and taking

µ > µ̂left
i :=

2R

rγ(r)‖Bi−1‖
. (7.4.13)

Suppose that (a2) holds. This fact contradicts Lemma 7.4.1 in view of
our choice of λ > λ∗. In this case no assumption on µ > 0 is needed.

Finally, if (a3) holds, we obtain again a contradiction arguing as in case
(a1) and using Lemma 7.4.2 (with ϑ = 1 and d = R). Indeed, u′(σi)
cannot be negative, otherwise u(σi) = R and we get a contradiction with
maxt∈I+i

u(t) = R = ‖u‖∞. Hence, only the instance u′(σi) ≥ 0 may occur

and we have a contradiction for

µ > µ̌i :=
1

γ(R)‖Ai‖
. (7.4.14)

We conclude that (H1) holds true for

µ > µ(H1) := max
i=1,...,m

{
µ̂right
i , µ̂left

i , µ̌i
}
.

Verification of (H2). Let u(t) be an arbitrary non-negative T -periodic
solution of (7.3.5) (with α ≥ 0) such that u(t) ≤ ρ for every t ∈

⋃
i∈I I

+
i .

We fix an index j ∈ I and observe that on the interval I+
j equation

(7.3.5) reads as
u′′ + λa+(t)g(u) + α = 0.
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Now, we choose a constant ε ∈ ]0, (τj − σj)/2[ and we notice that the in-
equality

|u′(t)| ≤ |u(t)|
ε

, ∀ t ∈ [σj + ε, τj − ε],

used in the proof of Lemma 7.4.1 is still valid. Integrating the differential
equation on [σj + ε, τj − ε] and using the above inequality, we obtain

α (τi − σi − 2ε) = u′(σi + ε)− u′(τi − ε)− λ
∫ τi−ε

σi+ε
a+(t)g(u(t)) dt ≤ 2ρ

ε
.

This yields a contradiction if α > 0 is sufficiently large. Hence (H2) is
verified (with α∗ > 2ρ/ε(τi − σi − 2ε)). Notice that for the validity of (H2)
we do not impose any condition on µ > 0.

Summing up, we can apply Lemma 7.3.1 for µ > µ(H1) and therefore
formula (7.4.11) is verified.

7.4.4 Checking the assumptions of Lemma 7.3.2 for µ large

In this section we are going to prove the second part of Theorem 7.3.1,
that is

DL

(
L−Nλ,µ,Ω

∅,J
(r,ρ,R)

)
= 1, (7.4.15)

where J ⊆ {1, . . . ,m}.
Given an arbitrary J ⊆ {1, . . . ,m}, it is sufficient to check that the

assumption of Lemma 7.3.2 is satisfied.

Verification of (H3). Let ϑ ∈ ]0, 1]. By contradiction, suppose that there
exists a non-negative T -periodic solution u(t) of (7.3.7) with ‖u‖∞ ≤ R such
that at least one of the following conditions holds:

(b1) there is an index i /∈ J such that maxt∈I+i
u(t) = r;

(b2) there is an index i ∈ J such that maxt∈I+i
u(t) = R.

Suppose that (b1) holds. Consider at first the case u′(σi) ≥ 0. Applying
Lemma 7.4.2 (with d = r), we obtain

u(σi+1) ≥ r
[
1 +

ϑ

2

(
µγ(r)‖Ai‖ − 1

)]
and

u′(σi+1) ≥ ϑr
(
µ
γ(r)

2
‖a‖−,i − λ‖a‖+,iζ(r)

)
.

Notice that if
µ > µ̂right

i , (7.4.16)

with µ̂right
i defined in (7.4.12), then µ > 1/(γ(r)‖Ai‖), and hence u(σi+1) > r

(as ϑ > 0).
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On the interval I+
i+1 equation (7.3.7) yields

u′′(t) = −ϑλa+(t)g(u(t)) ≥ −ϑλa+(t)g∗(R).

Then, integrating on [σi+1, t] ⊆ I+
i+1 and using the above lower estimate on

u′(σi+1), we obtain

u′(t) = u′(σi+1) +

∫ t

σi+1

u′′(ξ) dξ ≥ u′(σi+1)− ϑλ‖a‖+,i+1g
∗(R)

≥ ϑr
(
µ
γ(r)

2
‖a‖−,i − λ‖a‖+,iζ(r)− λ‖a‖+,i+1

g∗(R)

r

)
, ∀ t ∈ I+

i+1.

Taking µ sufficiently large, precisely

µ > µ̃right
i :=

2λ
(
‖a‖+,irζ(r) + ‖a‖+,i+1g

∗(R)
)

γ(r)r‖a‖−,i
, (7.4.17)

we obtain that

u′(t) > 0, ∀ t ∈ I+
i+1.

Consequently

u(t) = u(σi+1) +

∫ t

σi+1

u′(ξ) dξ ≥ u(σi+1) > r, ∀ t ∈ I+
i+1.

We conclude that for

µ > max
{
µ̂right
i , µ̃right

i

}
,

we have that

u(t) > r, u′(t) > 0, ∀ t ∈ I+
i+1,

and, in particular,

u(τi+1) > r and u′(τi+1) > 0.

Now we can apply Lemma 7.4.4 (with d = r and D = R) on the interval
I−i+1 ∪ I

+
i+2, which ensures that

u(t) > r, u′(t) > 0, ∀ t ∈ I−i+1 ∪ I
+
i+2,

provided that

µ > µ∗,+i+1 = µ∗,+(I−i+1, I
+
i+2) =

λ‖a‖+,i+2g
∗(R)

‖a‖−,i+1g∗(r,R)
. (7.4.18)

Repeating inductively the same argument m− 1 times we cover an interval
T -periodicity with intervals (of the form I−j ∪ I

+
j+1) where the function u(t)
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is strictly increasing, provided that µ is sufficiently large. More precisely,
for

µ > max
i=1,...,m

µ∗,+i

it holds that

u(t) > r, u′(t) > 0, ∀ t ∈ [0, T ].

This clearly contradicts the T -periodicity of u(t).

Consider now the case u′(σi) < 0, which implies (by the concavity of u(t)
in I+

i ) that u′(τi) < 0. The same proof as above leads to a contradiction,
proceeding backward and using at first Lemma 7.4.3 (with d = r) and then
Lemma 7.4.5 (with d = r and D = R), inductively. Conditions (7.4.16),
(7.4.17) and (7.4.18) will be replaced by the analogous inequalities

µ > µ̂left
i ,

with µ̂left
i defined in (7.4.13),

µ > µ̃left
i :=

2λ
(
‖a‖+,irζ(r) + ‖a‖+,i−1g

∗(R)
)

γ(r)r‖a‖−,i−1
,

and

µ > µ∗,−i−1 = µ∗,−(I+
i−2, I

−
i−2) =

λ‖a‖+,i−2g
∗(R)

‖a‖−,i−2g∗(r,R)
,

respectively. Thus a contradiction comes for

µ > max
i=1,...,m

µ∗,−i ,

by showing that u′(t) < 0 for all t ∈ [0, T ].

Taking into account all the possible situations we conclude that the case
(b1) never occurs if

µ > µ
(H3)
1 := max

i=1,...,m

{
µ̂right
i , µ̂left

i , µ̃right
i , µ̃left

i , µ∗,+i , µ∗,−i
}
.

To conclude the proof, suppose now that (b2) holds. As observed in
the previous proof, the fact that maxt∈I+i

u(t) = R = ‖u‖∞ prevents the

possibility that u′(σi) < 0. Hence only the instance u′(σi) ≥ 0 may occur.
Applying Lemma 7.4.2 (with d = R), we obtain

u(σi+1) ≥ R
[
1 +

ϑ

2

(
µγ(R)‖Ai‖ − 1

)]
.

Hence, if

µ > µ̌i =
1

γ(R)‖Ai‖
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(already defined in (7.4.14)) we get u(σi+1) > R and thus a contradiction
with ‖u‖∞ ≤ R. We conclude that the case (b2) never occurs if

µ > µ
(H3)
2 := max

i=1,...,m
µ̌i.

Summing up, we can apply Lemma 7.3.2 for

µ > µ(H3) := max
{
µ

(H3)
1 , µ

(H3)
2 , µ#(λ)

}
and therefore formula (7.4.15) is verified.

7.4.5 Completing the proof of Theorem 7.1.1

With reference to Section 7.3 we summarize what we have proved until
now and we give the final details of the proof of our main theorem.

First, we have fixed an arbitrary constant ρ > 0 and determined a con-
stant λ∗ = λ∗(ρ) > 0 via Lemma 7.4.1. We stress the fact that λ∗ depends
only on g(s) for s ∈ [0, ρ] and on the behavior of a(t) in each of the intervals
I+
i .

Next, for λ > λ∗, we have found two constants (a small one r and a large
one R) with 0 < r < ρ < R such that condition (7.4.10) holds. To choose r
and R we only require conditions on the smallness of g(s)/s for s near zero
and near infinity, which is an obvious consequence of (g0) and (g∞). We
notice also that condition (7.4.10) depends on the behavior of a(t) in each
of the intervals I+

i as well as on the lengths of pairs of consecutive intervals.
As a further step, we have established that both Lemma 7.3.1 and

Lemma 7.3.2 can be applied provided that

µ > µ∗(λ) = µ∗(λ, r,R) := max
{
µ(H1), µ(H3)

}
.

Checking carefully the estimates leading to µ(H1) and µ(H3) one realizes that
again only local conditions about the behavior of a(t) on the intervals I±i
are involved.

As a consequence, for all µ > µ∗(λ), formula (7.3.2) in Theorem 7.3.1
holds. From this latter result, via a purely combinatorial argument (inde-
pendent on the particular equation under consideration), we achieve formula
(7.3.4) in Theorem 7.3.2 and the existence of 3m − 1 positive T -periodic
solutions to (Eλ,µ) is guaranteed, as already explained at the end of Sec-
tion 7.3.1.

7.5 Combinatorial argument

In this section we present the combinatorial argument needed in the
proof of Theorem 7.3.2. In more detail, recalling the definitions of ΩI,J(r,ρ,R)
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and ΛI,J(r,ρ,R) given in (7.3.1) and (7.3.3) respectively, from formula (7.3.2)

(concerning the degrees on ΩI,J(r,ρ,R)), we prove that, for any pair of subset of

indices I,J ⊆ {1, . . . ,m} with I ∩ J = ∅, we have

DL

(
L−Nλ,µ,Λ

I,J
(r,ρ,R)

)
= (−1)#I .

We offer two independent proofs since we believe that both possess some
peculiar aspects which might be also adapted to different situations.

7.5.1 First argument

In this first part we present a combinatorial argument which is related
to the concept of valuation, as introduced in [110].

Let m ∈ N be a positive integer. We denote by

A :=
{
A1 ×A2 × . . .×Am : Ai ∈P({0, 1, 2})

}
the set of the 8m Cartesian products of m subsets of {0, 1, 2}.

Let

A := A1 ×A2 × . . .×Am (7.5.1)

be an element of A, let i ∈ {1, . . . ,m} be a fixed index and let also Bi ∈
P({0, 1, 2}). We introduce the following notation

A[i : Bi] := A1 × . . .×Ai−1 ×Bi ×Ai+1 × . . .×Am.

Note that for any fixed A as above and for any i ∈ {1, . . . ,m} it holds that
A = A[i : Ai].

We consider a function

d : A→ Z

which satisfies the following property.

Additivity property. Let i ∈ {1, . . . ,m} and Bi ∈ P({0, 1, 2}).
Suppose that B′i, B

′′
i ⊆ Bi are disjoint (possibly empty) and such

that

Bi = B′i ∪B′′i .

Then, for all A ∈ A, it holds that

d(A[i : Bi]) = d(A[i : B′i]) + d(A[i : B′′i ]).

From the additivity property (applied in the case Bi = B′i = B′′i = ∅) we
immediately obtain that, if there exists an index i ∈ {1, . . . ,m} such that
Ai = ∅, then d(A1 × . . .×Am) = 0.

Moreover, we assume that d satisfies the following rules.



230 Chapter 7. High multiplicity results

(R1) If there exists an index i ∈ {1, . . . ,m} such that Ai = {0, 1} and
Aj ∈ {{0}, {0, 1, 2}} for all j ∈ {1, . . . ,m} such that Aj 6= {0, 1}, then

d(A1 × . . .×Am) = 0.

(R2) If Ai ∈ {{0}, {0, 1, 2}}, for all i = 1, . . . ,m, then

d(A1 × . . .×Am) = 1.

Our goal is to compute the value of d(A1 × . . . × Am) when Ai ∈
{{0}, {1}, {2}, {0, 1, 2}}, for all i = 1, . . . ,m.

As a first step we prove a generalization of rule (R1).

Lemma 7.5.1. If there exists an index i ∈ {1, . . . ,m} such that Ai = {0, 1}
and Aj ∈ {{0}, {2}, {0, 1, 2}} for all j ∈ {1, . . . ,m} such that Aj 6= {0, 1},
then

d(A1 × . . .×Am) = 0.

Proof. We prove the statement by induction on the non-negative integer

k := #
{
j ∈ {1, . . . ,m} : Aj = {2}

}
.

Case k = 0. If there is no j ∈ {1, . . . ,m} such that Aj = {2}, the thesis
follows by rule (R1).

Case k = 1. Suppose that there is exactly one index j ∈ {1, . . . ,m} such
that Aj = {2}. Recalling the definition of A in (7.5.1), it is easy to see that

A[j : {0, 1, 2}] = A ∪A[j : {0, 1}].

Then, by the additivity property of d and rule (R1), we obtain

d(A) = d(A[j : {0, 1, 2}])− d(A[j : {0, 1}]) = 0− 0 = 0.

Inductive step. Suppose that the statement holds for k. We prove it for
k + 1. Let j ∈ {1, . . . ,m} be such that Aj = {2}. As above, from

A[j : {0, 1, 2}] = A ∪A[j : {0, 1}],

we obtain

d(A) = d(A[j : {0, 1, 2}])− d(A[j : {0, 1}]).

By the inductive hypothesis, we know that d(A[j : {0, 1, 2}]) = 0 and that
d(A[j : {0, 1}]) = 0 (since A[j : {0, 1, 2}] and A[j : {0, 1}] both have exactly
k indices i such that Ai = {2}). The thesis immediately follows.

Now we provide a generalization of rule (R2).
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Lemma 7.5.2. If Ai ∈ {{0}, {2}, {0, 1, 2}}, for all i = 1, . . . ,m, then

d(A1 × . . .×Am) = 1.

Proof. We prove the statement by induction on the non-negative integer

k := #
{
j ∈ {1, . . . ,m} : Aj = {2}

}
.

Case k = 0. If there is no j ∈ {1, . . . ,m} such that Aj = {2}, the thesis
follows by rule (R2).

Case k = 1. Suppose that there is exactly one index j ∈ {1, . . . ,m} such
that Aj = {2}. Recalling the definition of A in (7.5.1), it is easy to see that

A[j : {0, 1, 2}] = A ∪A[j : {0, 1}].

Then, by the additivity property of d and rules (R1) and (R2), we obtain

d(A) = d(A[j : {0, 1, 2}])− d(A[j : {0, 1}]) = 1− 0 = 1.

Inductive step. Suppose that the statement holds for k. We prove it for
k + 1. Let j ∈ {1, . . . ,m} be such that Aj = {2}. As above, from

A[j : {0, 1, 2}] = A ∪A[j : {0, 1}],

we obtain
d(A) = d(A[j : {0, 1, 2}])− d(A[j : {0, 1}]).

By the inductive hypothesis, we obtain that d(A[j : {0, 1, 2}]) = 1 (since
A[j : {0, 1, 2}] has exactly k indices i such that Ai = {2}). By Lemma 7.5.1,
we have that d(A[j : {0, 1}]) = 0. The thesis immediately follows.

Finally, using the rules presented above, we obtain the final lemma.

Lemma 7.5.3. If Ai ∈ {{0}, {1}, {2}, {0, 1, 2}}, for all i = 1, . . . ,m, then

d(A1 × . . .×Am) = (−1)#I ,

where I :=
{
i ∈ {1, . . . ,m} : Ai = {1}

}
.

Proof. We prove the statement by induction on the non-negative integer
k := #I.

Case k = 0. If there is no i ∈ {1, . . . ,m} such that Ai = {1}, the thesis
follows by Lemma 7.5.2.

Case k = 1. Suppose that there is exactly one index i ∈ {1, . . . ,m} such
that Ai = {1}. Recalling the definition of A in (7.5.1), it is easy to see that

A[i : {0, 1, 2}] = A[i : {0}] ∪ A ∪A[i : {2}].
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Then, by the additivity property of d and Lemma 7.5.2, we obtain

d(A) = d(A[i : {0, 1, 2}])− d(A[i : {0}])− d(A[i : {2}])
= 1− 1− 1 = −1 = (−1)#I .

Inductive step. Suppose that the statement holds when the set I has k
elements. We prove it for #I = k + 1. Let i ∈ {1, . . . ,m} be such that
Ai = {1}. By assumption there are k + 1 indices with such a property. As
above, from

A[i : {0, 1, 2}] = A[i : {0}] ∪ A ∪A[i : {2}],

we obtain

d(A) = d(A[i : {0, 1, 2}])− d(A[i : {0}])− d(A[i : {2}]).

Now, all the sets A[i : {0, 1, 2}], A[i : {0}] and A[i : {2}] have precisely k
indices j such that Aj = {1}. Then, by the inductive hypothesis, we obtain
that

d(A[i : {0, 1, 2}]) = d(A[i : {0}]) = d(A[i : {2}]) = (−1)k

and hence

d(A) = −(−1)k = (−1)k+1 = (−1)#I .

The thesis immediately follows.

We conclude this first part by showing how to apply this approach to
obtain formula (7.3.4).

To any element A ∈ A we associate an open set ΩA made up of the
continuous functions u : [0, T ]→ R which, for all i = 1, . . . ,m, satisfy

• maxt∈I+i
|u(t)| < r, if Ai = {0};

• r < maxt∈I+i
|u(t)| < ρ, if Ai = {1};

• ρ < maxt∈I+i
|u(t)| < R, if Ai = {2};

• maxt∈I+i
|u(t)| < ρ, if Ai = {0, 1};

• either maxt∈I+i
|u(t)| < r or ρ < maxt∈I+i

|u(t)| < R, if Ai = {0, 2};

• r < maxt∈I+i
|u(t)| < R, if Ai = {1, 2};

• maxt∈I+i
|u(t)| < R, if Ai = {0, 1, 2}.
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By convention, we also set ΩA = ∅ if there is an index i ∈ {1, . . . ,m} such
that Ai = ∅. In this manner the set ΩA is well-defined for every A ∈ A.

Having fixed ρ, λ > λ∗, r < ρ < R and µ > µ∗(λ) as in Section 7.4, we
have that the coincidence degree DL(L−Nλ,µ,ΩA) is well-defined for every
A ∈ A. Hence we set

d(A) := DL

(
L−Nλ,µ,ΩA

)
.

Notice that the sets ΩI,J(r,ρ,R) introduced in (7.3.1) are of the form ΩA for A
with Ai = {0} for any i ∈ {1, . . . ,m}\ (I ∪J ), Ai = {0, 1} for any i ∈ I and
Ai = {0, 1, 2} for any i ∈ J . Similarly, the sets ΛI,J(r,ρ,R) introduced in (7.3.3)

are of the form ΩA for A with Ai = {0} for any i ∈ {1, . . . ,m} \ (I ∪ J ),
Ai = {1} for any i ∈ I and Ai = {2} for any i ∈ J .

With these positions, the additivity property of the valuation d follows
from the additivity property of the coincidence degree. Moreover, rules (R1)
and (R2) are satisfied since they correspond to formula (7.3.2). Then, all
the above lemmas on the valuation d apply and, in particular, Lemma 7.5.3
gives precisely formula (7.3.4). This completes the proof of Theorem 7.3.2.

7.5.2 Second argument

In this second part we present a different combinatorial argument, in
the same spirit of the one adopted in the proof of Lemma 1.3.1 (see also
Lemma 4.3.1).

Let r, ρ,R be three positive real numbers such that 0 < r < ρ < R and
let m ≥ 1 be an integer. Recalling the definitions of ΩI,J(r,ρ,R) and ΛI,J(r,ρ,R)

given in (7.3.1) and (7.3.3) respectively, we note that, for any pair of subset
of indices I,J ⊆ {1, . . . ,m} with I ∩ J = ∅, we have

ΩI,J(r,ρ,R) =
⋃

I′⊆I∪J
J ′⊆J
I′∩J ′=∅

ΛI
′,J ′

(r,ρ,R) ∪ΥI,J(r,ρ,R), (7.5.2)

where

ΥI,J(r,ρ,R) :=
⋃

i∈I∪J

{
u ∈ ΩI,J(r,ρ,R) : max

I+i

|u| = r
}

∪
⋃
i∈J

{
u ∈ ΩI,J(r,ρ,R) : max

I+i

|u| = ρ
}
.

We notice that the union in (7.5.2) is disjoint, since ΛI
′,J ′

(r,ρ,R) ∩ ΛI
′′,J ′′

(r,ρ,R) = ∅,
for I ′ 6= I ′′ or for J ′ 6= J ′′.

In the next lemma we observe that the set made up of the pairs (I,J )
with I,J ⊆ {1, . . . ,m} such that I ∩ J = ∅ has cardinality equal to 3m.



234 Chapter 7. High multiplicity results

Lemma 7.5.4. Let S be a finite set with cardinality #S = m. Then

#
{

(A,B) ⊆ S × S : A ∩B = ∅
}

= 3m.

Proof. Let us set Q(S) := {(A,B) ⊆ S × S : A ∩ B = ∅}. We prove the
statement by induction on m = #S. If m = 0, clearly S = ∅ and thus
Q(S) = {(∅, ∅)}. Then obviously #(Q(S)) = 1 = 30. Next, suppose that
the formula holds for m ∈ N, that is, if S′ is a set of cardinality m, then
#(Q(S′)) = 3m. We prove the formula for m+ 1.

Suppose #S = m + 1. Then S 6= ∅. Let s0 ∈ S. For every couple
(A,B) ∈ Q(S) one of the following three possibilities holds: s0 /∈ A ∪ B;
s0 ∈ A (so s0 /∈ B); s0 ∈ B (so s0 /∈ A). We observe that:

• the couples (A,B) ∈ Q(S) not containing s0 are precisely the couples
in Q(S \ {s0}), and so they are 3m (by the inductive hypothesis);

• the couples (A,B) ∈ Q(S) such that s0 ∈ A are the couples of the
form (A′∪{s0}, B) with (A′, B) ∈ Q(S \{s0}), and so they are 3m (by
the inductive hypothesis);

• the couples (A,B) ∈ Q(S) such that s0 ∈ B are the couples of the
form (A,B′∪{s0}) with (A,B′) ∈ Q(S \{s0}), and so they are 3m (by
the inductive hypothesis).

Then, we deduce that #(Q(S)) = 3m+3m+3m = 3m+1. The lemma is thus
proved.

Now we are in position to present the following result.

Lemma 7.5.5. Let I,J ⊆ {1, . . . ,m} be two subsets of indices (possibly
empty) such that I ∩ J = ∅. Suppose that the coincidence degrees DL

(
L−

Nλ,µ,Ω
I′,J ′
(r,ρ,R)) and DL

(
L−Nλ,µ,Λ

I′,J ′
(r,ρ,R)) are well-defined for all I ′ ⊆ I ∪J

and for all J ′ ⊆ J with I ′ ∩ J ′ = ∅. Assume also

DL

(
L−Nλ,µ,Ω

I′,J ′
(r,ρ,R)) = 1, if I ′ = ∅, (7.5.3)

and
DL

(
L−Nλ,µ,Ω

I′,J ′
(r,ρ,R)) = 0, if I ′ 6= ∅. (7.5.4)

Then
DL

(
L−Nλ,µ,Λ

I,J
(r,ρ,R)) = (−1)#I . (7.5.5)

Proof. For simplicity of notation, in this proof we set

ΩI,J = ΩI,J(r,ρ,R) and ΛI,J = ΛI,J(r,ρ,R).

First of all, we underline that Ω∅,∅ = Λ∅,∅ and, in view of (7.5.3), we
have that

DL

(
L−Nλ,µ,Ω

∅,∅) = DL

(
L−Nλ,µ,Λ

∅,∅) = 1. (7.5.6)
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Hence the conclusion is trivially satisfied when I = J = ∅.
Now we consider two arbitrary subsets of indices (possibly empty) such

that I ∪ J 6= ∅ and I ∩ J = ∅. We are going to prove formula (7.5.5) by
using an inductive argument. Instead of a double induction on #I and on
#J , it seems more convenient to introduce the bijection

(i, j)↔ i+ (m+ 1)j

from the set of couples (i, j) ∈ {0, 1, . . . ,m}2 and the integers 0 ≤ n ≤
m(m + 2), in order to reduce our argument to a single induction. More
precisely, we define

n := #I + (m+ 1)#J ≥ 1

and, for every integer k with 0 ≤ k ≤ n, we introduce the property P(k)
which reads as follows.

P(k) : The formula
DL(L−Nλ,µ,Λ

I′,J ′) = (−1)#I′

holds for each I ′ ⊆ I∪J and for each J ′ ⊆ J such that I ′∩J ′ = ∅
and #I ′ + (m+ 1)#J ′ ≤ k.

In this manner, if we are able to prove P(n), then (7.5.5) immediately
follows.

Verification of P(0). See (7.5.6).

Verification of P(1). For I ′ = J ′ = ∅ the result is already proved in
(7.5.6). If I ′ = {i}, with i ∈ I ∪ J , and J ′ = ∅, by the additivity property
of the coincidence degree and hypothesis (7.5.4), we have

DL(L−Nλ,µ,Λ
I′,J ′) = DL(L−Nλ,µ,Λ

{i},∅)

= DL(L−Nλ,µ,Ω
{i},∅ \ Λ∅,∅)

= DL(L−Nλ,µ,Ω
{i},∅)−DL(L−Nλ,µ,Λ

∅,∅)

= 0− 1 = −1 = (−1)#I′ .

There are no other possible choices of I ′ and J ′ with #I ′+(m+1)#J ′ ≤ 1
(since m ≥ 1).

Verification of P(k− 1)⇒P(k), for 1 ≤ k ≤ n. Assuming the validity of
P(k−1) we have that the formula is true for every I ′ ⊆ I∪J and for every
J ′ ⊆ J such that I ′ ∩J ′ = ∅ and #I ′+ (m+ 1)#J ′ ≤ k− 1. Therefore, in
order to prove P(k), we have only to check that the formula is true for any
possible choice of I ′ ⊆ I ∪ J and J ′ ⊆ J with I ′ ∩ J ′ = ∅ and such that

#I ′ + (m+ 1)#J ′ = k. (7.5.7)

We distinguish two cases: either I ′ = ∅ or I ′ 6= ∅. As a first instance,
let I ′ = ∅ and, in view of (7.5.7), suppose J ′ 6= ∅ and #J ′ = k/(m + 1).
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By formula (7.5.2), Ω∅,J
′

can be written as the disjoint union

Ω∅,J
′

=
⋃
L⊆J ′
K⊆J ′
L∩K=∅

ΛL,K ∪Υ∅,J
′

= Λ∅,J
′ ∪

⋃
L⊆J ′
K(J ′
L∩K=∅

ΛL,K ∪Υ∅,J
′
.

We observe that there is no solution of Lu = Nλ,µu with u ∈ Υ∅,J
′
, due

to the fact that the degree is well-defined on the sets ΛL,K. Consequently,
since #L + (m + 1)#K ≤ k − 1 if K ( J ′, by (7.5.3) and by the inductive
hypothesis, we obtain

DL(L−Nλ,µ,Λ
∅,J ′) = DL(L−Nλ,µ,Ω

∅,J ′)−
∑
L⊆J ′
K(J ′
L∩K=∅

DL(L−Nλ,µ,Λ
L,K)

= 1−
∑
L⊆J ′
K(J ′
L∩K=∅

(−1)#L.

Now we observe that

∑
L⊆J ′
K(J ′
L∩K=∅

(−1)#L =
∑
K(J ′

∑
L⊆J ′\K

(−1)#L = 0,

due to the fact that in a finite set there are so many subsets with even
cardinality as there are with odd cardinality. Thus we conclude that

DL(L−Nλ,µ,Λ
∅,J ′) = 1 = (−1)#I′ .

As a second instance, let I ′ 6= ∅. Using (7.5.2), we can write ΩI
′,J ′ as the

disjoint union

ΩI
′,J ′ =

⋃
L⊆I′∪J ′
K⊆J ′
L∩K=∅

ΛL,K ∪ΥI
′,J ′ = ΛI

′,J ′ ∪
⋃

L⊆I′∪J ′
K⊆J ′
L∩K=∅

(L,K)6=(I′,J ′)

ΛL,K ∪ΥI
′,J ′ .

We observe that there is no solution of Lu = Nλ,µu with u ∈ ΥI
′,J ′ , due

to the fact that the degree is well-defined on the sets ΛL,K. Consequently,
since #L + (m + 1)#K ≤ k − 1, if K ( J ′ or if K = J ′ and L ( I ′, by
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(7.5.4) and by the inductive hypothesis, we obtain

DL(L−Nλ,µ,Λ
I′,J ′) =

= DL(L−Nλ,µ,Ω
I′,J ′)−

∑
L⊆I′∪J ′
K⊆J ′
L∩K=∅

(L,K)6=(I′,J ′)

DL(L−Nλ,µ,Λ
L,K)

= 0−
∑

L⊆I′∪J ′
K⊆J ′
L∩K=∅

(L,K)6=(I′,J ′)

(−1)#L = (−1)#I′ −
∑

L⊆I′∪J ′
K⊆J ′
L∩K=∅

(−1)#L = (−1)#I′ ,

observing, as above, that∑
L⊆I′∪J ′
K⊆J ′
L∩K=∅

(−1)#L =
∑
K⊆J ′

∑
L⊆I′∪(J ′\K)

(−1)#L = 0.

Then P(k) is proved and the lemma follows.

Now, since (7.5.5) is exactly formula (7.3.4), in order to complete the
proof of Theorem 7.3.2 we have only to check that the degrees are well-
defined and assumptions (7.5.3) and (7.5.4) in the above combinatorial
lemma are satisfied. All these requests are obviously guaranteed by the
discussion in Section 7.3.1 and by formula (7.3.2). Then Lemma 7.5.5 ap-
plies and this completes the proof of Theorem 7.3.2.

7.6 General properties for globally defined solu-
tions and some a posteriori bounds

In this section we focus our attention on non-negative solutions of (Eλ,µ)
which are defined for all t ∈ R. On one hand, we show how some compu-
tations in the proofs of the technical lemmas in Section 7.4 are still valid
in this setting. This will be useful in view of further applications of The-
orem 7.1.1 described in Chapter 8. On the other hand, we provide some
additional information for the solutions when µ→ +∞.

In order to avoid repetitions, throughout this section we assume that
the constants ρ > 0, λ > λ∗, 0 < r < ρ < R and µ > µ∗(λ) are all fixed
as in Section 7.4.2 and Section 7.4.5. We stress the fact that even if these
constants have been determined with respect to the T -periodic problem,
all the results below are valid for arbitrary globally defined non-negative
solutions.

The first result concerns the behavior of the solutions with respect to
the constant R.
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Proposition 7.6.1. Let g : R+ → R+ be a continuous function satisfy-
ing (g∗), (g0) and (g∞). Let a : R → R be a T -periodic locally integrable
function satisfying (a∗). If w(t) is any non-negative solution of (Eλ,µ) with
supt∈Rw(t) ≤ R, then w(t) < R for all t ∈ R.

Proof. Suppose by contradiction that there exists a point t∗ ∈ R such that
w(t∗) = maxt∈Rw(t) = R. Let also ` ∈ Z be such that t∗ ∈ [`T, (` + 1)T ].
In this case, thanks to the T -periodicity of the weight coefficient aλ,µ(t),
the function u(t) := w(t + `T ) is still a (non-negative) solution of (Eλ,µ)
with maxt∈[0,T ] u(t) = u(t∗ − `T ) = w(t∗) = R. From now on, the proof
uses exactly the same argument as for the discussion of the case (a3) in the
verification of (H1) in Section 7.4.3 (for α = 0) and the same contradiction
can be achieved.

A straightforward application of Lemma 7.4.1 gives the following result
(the obvious proof is omitted).

Proposition 7.6.2. Let g : R+ → R+ be a continuous function satisfying
(g∗), (g0) and (g∞). Let a : R→ R be a T -periodic locally integrable function
satisfying (a∗). If w(t) is any non-negative solution of (Eλ,µ) and I+

i,` := I+
i +

`T is any interval of the real line where a(t) � 0, then maxt∈I+i,`
w(t) 6= ρ.

The next result concerns the behavior of the solutions with respect to
the constant r.

Proposition 7.6.3. Let g : R+ → R+ be a continuous function satisfy-
ing (g∗), (g0) and (g∞). Let a : R → R be a T -periodic locally integrable
function satisfying (a∗). If w(t) is any non-negative solution of (Eλ,µ) with
supt∈Rw(t) ≤ R and I+

i,` := I+
i + `T is any interval of the real line where

a(t) � 0, then maxt∈I+i,`
w(t) 6= r.

Proof. We follow the same scheme as for Proposition 7.6.1. Suppose by
contradiction that there exists t∗ ∈ I+

i,` such that w(t∗) = maxt∈I+i,`
w(t) = r.

The function u(t) := w(t + `T ) is a non-negative solution of (Eλ,µ) with
maxt∈I+i

u(t) = w(t∗) = r. From now on, the proof uses exactly the same

argument as for the discussion of the case (a1) in the verification of (H1) in
Section 7.4.3 (for α = 0) and the same contradiction can be achieved, in the
sense that we find a point where w(t) > R.

We now focus on some properties of globally defined non-negative solu-
tions of (Eλ,µ) when µ → +∞. The first result in this direction concerns
the behavior on the intervals where a(t) � 0: roughly speaking, any “very
small” solution becomes arbitrarily small as µ→ +∞.
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Proposition 7.6.4. Let g : R+ → R+ be a continuous function satisfying
(g∗), (g0) and (g∞). Let a : R→ R be a T -periodic locally integrable function
satisfying (a∗). Then for every ε with 0 < ε ≤ r there exists µ?ε ≥ µ∗(λ)
such that for any fixed µ > µ?ε the following holds: if w(t) is any non-
negative solution of (Eλ,µ) with supt∈Rw(t) ≤ R and maxt∈I+i,`

w(t) ≤ r,

where I+
i,` := I+

i + `T is any interval of the real line where a(t) � 0, then
maxt∈I+i,`

w(t) < ε.

Proof. Repeating the same approach as in the proof of the previous propo-
sitions and using the T -periodicity of the weight, without loss of generality,
we can restrict ourselves to the analysis of the non-negative solution w(t)
on an interval I+

i , for i = 1, . . . ,m.
The proof uses exactly the same argument as for the discussion of the

case (a1) in the verification of (H1) in Section 7.4.3 (for α = 0). Let ε ∈ ]0, r].
By contradiction, suppose that there exists a non-negative solution w(t) of
(Eλ,µ) such that supt∈Rw(t) ≤ R and maxt∈I+i

w(t) = ε0 ∈ [ε, r]. Consider

at first the case w′(σi) ≥ 0. Recalling condition (7.4.10), by Lemma 7.4.2
(with ϑ = 1 and d = ε0), we have that

w(σi+1) ≥ µ ε0
γ(ε0)

2
‖Ai‖.

Observing that

γ(ε0) = min
ε0
2
≤s≤ε0

g(s)

s
≥ min

ε
2
≤s≤r

g(s)

s
=: γ∗(ε, r) > 0

and thus taking

µ > µ?,+i (ε) :=
2R

εγ∗(ε, r)‖Ai‖
we obtain w(σi+1) > R, a contradiction. On the other hand, if w′(σi) < 0,
by the concavity of w(t) in I+

i we have that w′(τi) < 0. In this case we reach
the contradiction w(τi−1) > R using Lemma 7.4.3 (with ϑ = 1 and d = ε0)
and taking

µ > µ?,−i (ε) :=
2R

εγ∗(ε, r)‖Bi−1‖

(if i = 1, we count cyclically and consider the interval I−0 as I+
m). In conclu-

sion, taking
µ > µ?ε := max

i=1,...,m

{
µ?,+i (ε), µ?,−i (ε), µ∗(λ)}

the proposition follows.

Our final result in this section concerns the behavior of non-negative so-
lutions to (Eλ,µ) on the intervals where a(t) ≺ 0. With reference to condition
(a∗), for technical reasons we further suppose that a(t) 6≡ 0 in each right
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neighborhood of τi and in each left neighborhood of σi+1. Such an assump-
tion does not require any new constraint on the weight function, but just a
more careful selection of the points τi and σi+1. What we mean is that for
a weight function a(t) satisfying (a∗) the way to select the intervals I+

i and
I−i may be not univocal. Indeed, we could have an interval J where a(t) ≡ 0
between an interval of positivity and an interval of negativity for the weight.
Up to now the decision whether incorporate such an interval J as a part of
I+
i or I−i was completely arbitrary. On the contrary, for the next result, we

prefer to consider an interval as J as a part of I+
i . In any case, we can allow

a closed interval where a(t) ≡ 0 to lie in the interior of one of the I−i . With
this in mind, we can now present our next result.

Proposition 7.6.5. Let g : R+ → R+ be a continuous function satisfying
(g∗), (g0) and (g∞). Let a : R→ R be a T -periodic locally integrable function
satisfying (a∗). Then for every ε with 0 < ε ≤ r there exists µ??ε ≥ µ∗(λ)
such that for any fixed µ > µ??ε the following holds: if w(t) is any non-
negative solution of (Eλ,µ) with supt∈Rw(t) ≤ R and I−i,` := I−i + `T is any
interval of the real line where a(t) ≺ 0, then maxt∈I−i,`

w(t) < ε.

Proof. Without loss of generality, we can restrict ourselves to the analysis
of the non-negative solution w(t) on an interval I−i , for i = 1, . . . ,m.

Given ε ∈ ]0, r], we consider the values of the solution w(t) at the bound-
ary of the interval I−i , for an arbitrary but fixed index i ∈ {1, . . . ,m}. If
w(τi) < ε and w(σi+i) < ε, then, by convexity, w(t) < ε for all t ∈ I−i
and we have nothing to prove. Therefore, we discuss only the cases when
w(τi) ≥ ε or w(σi+1) ≥ ε. We are going to show that this cannot occur if
µ is sufficiently large. Accordingly, suppose that w(τi) ≥ ε. Knowing that
w(t) ≤ R on the whole real line, in particular in the interval I+

i , we easily
find that there is at least a point t0 ∈ I+

i such that |w′(t0)| ≤ R/|I+
i |. On

the other hand, equation (Eλ,µ) on I+
i reads as w′′ = −λa+(t)g(w), so that

an integration on [t0, τi] yields

w′(τi) = w′(t0)− λ
∫ τi

t0

a+(t)g(w(t)) dt ≥ − R

|I+
i |
− λ‖a‖+,ig∗(R) =: −κi,

where the constants ‖a‖+,i and g∗(R) are those defined at the beginning of
Section 7.4. The convexity of w(t) in I−i guarantees that w′(t) ≥ −κi for
all t ∈ I−i . Hence, if we fix a constant δi > 0 with τi + δi < σi+1 and such
that δi < ε/(2κi), it is clear that w(t) ≥ ε/2 for all t ∈ [τi, τi + δi]. On the
interval I−i equation (Eλ,µ) reads as w′′ = µa−(t)g(w), so that an integration
on [τi, t] ⊆ [τi, τi + δi] yields

w′(t) = w′(τi) + µ

∫ t

τi

a−(ξ)g(w(ξ)) dξ ≥ −κi + µAi(t) g∗(ε/2, R),

where the function Ai(t) and the constant g∗(ε/2, R) are defined at the
beginning of Section 7.4. Since we have supposed that a−(t) is not identically
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zero in each right neighborhood of τi, we know that the function Ai(t) is
strictly positive for each t ∈ ]τi, σi+1]. Then, integrating the above inequality
on [τi, τi + δi], we obtain

w(τi + δi) = w(τi) +

∫ τi+δi

τi

w′(t)dt ≥ ε− κiδi + µ g∗(ε/2, R)

∫ τi+δi

τi

Ai(t)dt.

This latter inequality implies w(τi + δi) > R (and hence a contradiction) for

µ > µleft
i (ε) :=

R+ κiδi

g∗(ε/2, R)
∫ τi+δi
τi

Ai(t) dt
.

On the other hand, if we suppose that w(σi+1) ≥ ε, then by the same
argument we have

w′(σi+1) ≤ κi+i :=
R

|I+
i+1|

+ λ‖a‖+,i+1g
∗(R)

(if i = m, we count cyclically and consider the interval I+
m+1 as I+

1 ). As
before, we fix a constant δi+1 > 0 with σi+1 − δi+1 > τi and such that
δi+1 < ε/(2κi+1), so that u(t) ≥ ε/2 for all t ∈ [σi+1 − δi+1, σi+1]. An
integration of the equation on [t, σi+1] yields

w′(t) ≤ κi+1 − µBi(t) g∗(ε/2, R).

Since we have supposed that a−(t) is not identically zero in each left neigh-
borhood of σi+1, we know that the function Bi(t) is strictly positive for each
t ∈ [τi, σi+1[. Then, integrating the above inequality on [σi+1 − δi+1, σi+1],
we obtain

w(σi+1 − δi+1) ≥ ε− κi+1δi+1 + µg∗(ε/2, R)

∫ σi+1

σi+1−δi+1

Bi(t) dt.

This latter inequality implies w(σi+1−δi+1) > R (and hence a contradiction)
for

µ > µright
i (ε) :=

R+ κi+1δi+1

g∗(ε/2, R)
∫ σi+1

σi+1−δi+1
Bi(t) dt

.

In conclusion, for

µ > µ??ε := max
i=1,...,m

{
µleft
i (ε), µright

i (ε), µ∗(λ)
}

(7.6.1)

our result is proved.

We conclude this section by briefly describing, as typical in singular
perturbation problems, the limit behavior of positive solutions of (Eλ,µ) for
µ → +∞ (compare with [17], where a similar discussion was performed
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in the superlinear case). We focus our attention on the solutions found in
Theorem 7.1.1 for the T -periodic problem; however, similar considerations
are valid for Dirichlet and Neumann boundary conditions, as well as for
globally defined positive solutions.

Let us fix a non-null string S ∈ {0, 1, 2}m. Theorem 7.1.1 ensures the
existence (in general, not the uniqueness) of a positive T -periodic solution
of (Eλ,µ) associated with it, if λ > λ∗ and µ > µ∗(λ); in order to emphasize
its dependence on the parameter µ, we will denote it by uµ(t). Then, as
a direct consequence of Proposition 7.6.4 and Proposition 7.6.5, we have
that uµ(t) converges uniformly to zero both in the intervals I+

i with Si = 0
as well as in the intervals I−i , for µ → +∞. As for the behavior of uµ(t)
on the intervals I+

i such that Si ∈ {1, 2}, with a standard compactness
argument (based on the facts that 0 ≤ uµ(t) ≤ R and that equation (Eλ,µ)
is independent on the parameter µ in the intervals I+

i ), we can prove that
the family {uµ|I+i }µ>µ∗(λ) is relatively compact in C(I+

i ) and that each of its

cluster points u∞(t) has to be a non-negative solution of u′′+λa+(t)g(u) = 0
on I+

i . We claim that u∞(t) is actually a positive solution, satisfies Dirichlet
boundary condition on I+

i and is “small” if Si = 1 and “large” if Si = 2.
Indeed, the first assertion follows from the fact that, passing to the limit,
r ≤ maxt∈I+i

u∞(t) ≤ ρ if Si = 1 and ρ ≤ maxt∈I+i
u∞(t) ≤ R if Si =

2. As for Dirichlet boundary condition on I+
i , this is a consequence of

uµ(t) → 0 on every interval of negativity. Finally, using Lemma 7.4.1, we
infer r ≤ maxt∈I+i

u∞(t) < ρ if Si = 1 (that is, u∞(t) is “small”) and

ρ < maxt∈I+i
u∞(t) ≤ R if Si = 2 (that is, u∞(t) is “large”).

In conclusion, up to subsequences, we have that uµ(t)→ u∞(t) uniformly
for µ→ +∞, with u∞(t) a function made up of “null”, “small” and “large”
solutions of Dirichlet problems in the intervals I+

i (depending on Si = 0, 1, 2
respectively) connected by null functions in I−i . See Figure 7.3 for a numeri-
cal simulation. Notice that this discussion is simplified whenever we are able
to prove that each Dirichlet problem associated with u′′ + λa+(t)g(u) = 0
on I+

i has exactly two positive solutions; indeed, in this case every string
S ∈ {0, 1, 2}m uniquely determines a limit profile u∞(t) and uµ(t)→ u∞(t)
uniformly, without the need of taking subsequences (even if uµ(t) could be
not unique in the class of positive solutions to (Eλ,µ) associated with S).

7.7 Related results

In this final section we briefly describe some results which can be ob-
tained by minor modifications of the arguments developed along this chap-
ter.
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Figure 7.3: The lower part of the figure shows a positive solution of equation (Eλ,µ)
for the super-sublinear nonlinearity g(s) = arctan(s3), for s ≥ 0, and Dirichlet
boundary conditions. For this simulation we have chosen the interval [0, T ] with T =
3 and the weight function aλ,µ(t) with a(t) having a stepwise graph as represented
in the upper part of the figure. First, with a dashed line we have drawn the
Dirichlet solutions (“small” and “large”) on the intervals [0, 1] and [2, 3]. Then, for
λ = 20 and µ = 10000, we have exhibited a solution of the form “small” in the
first interval of positivity [0, 1] and “large” in the second interval of positivity [2, 3].
Such a solution is very close to the limit profile for the class of solutions associated
with the string (1, 2), which is made by a “small” solution of the Dirichlet problem
in [0, 1] and a “large” solution of the Dirichlet problem in [2, 3] connected by the
null solution in [1, 2]. Notice that, for the given weight function which is identically
zero on the interval [2, 2.5] separating the negative and the positive hump, the
solution is very small (and the limit profile is zero) only in the interval [1, 2] where
the weight is negative. This is in complete accordance with Proposition 7.6.5 and
the choice of the endpoints of the intervals I±i .

7.7.1 The non-Hamiltonian case

One of the advantages in obtaining results of existence/multiplicity with
a topological degree technique lies in the fact that the degree is stable with
respect to small perturbations of the operator. Such a remark, when applied
to equation (Eλ,µ), allows us to establish the same result for the equation

u′′ + cu′+
(
λa+(t)− µa−(t)

)
g(u) = 0, (7.7.1)

where c ∈ R and c 6= 0. More precisely, in the same setting of Theorem 7.1.1,
once λ > λ∗ and µ > µ∗(λ) are fixed, there exists a constant ε = ε(λ, µ) > 0
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such that the statement of the theorem is still true for any c ∈ R with |c| < ε.

A possibly interesting question which naturally arises is whether these
multiplicity results are still valid for an arbitrary c ∈ R. In the super-
linear indefinite case, besides the results presented in the first part of the
present thesis, Capietto, Dambrosio and Papini in [52] produced such kind
of results for sign-changing (oscillatory) solutions. Concerning our super-
sublinear setting, all the abstract approach and the strategy for the proof
work exactly the same for the linear differential operator u 7→ −u′′− cu′ for
an arbitrary c ∈ R (see Remark 7.2.1 and Remark 7.3.1). Thus, the only
problem in extending all our results of the previous sections to equation
(7.7.1) comes from some additional difficulties related to the technical esti-
mates. In particular, we have often exploited the convexity of the solutions
in the intervals I−i and their concavity in the intervals I+

i . In Chapter 6
we have proved the existence of two positive T -periodic solutions to equa-
tion (7.7.1) by effectively replacing the convexity/concavity properties with
suitable monotonicity properties for the map t 7→ ectu′(t). Similar tricks
have been successfully applied in Chapter 4 to obtain multiplicity results
for equation (7.7.1) with a superlinear g(s). It is therefore quite reason-
able that these arguments can be adapted to our case. However, due to the
lengthy and complex technical details required in Section 7.4, we prefer to
skip further investigations in this direction.

7.7.2 Neumann and Dirichlet boundary conditions

As anticipated, versions of Theorem 7.1.1 for both Neumann and Dirich-
let boundary conditions can be given. In these cases, we can consider
a slightly more general sign condition for the measurable weight function
a : [0, T ]→ R, which reads as follows:

(a∗∗) there exist 2m+ 2 points (with m ≥ 1)

0 = τ0 ≤ σ1 < τ1 < . . . < σi < τi < . . . < σm < τm ≤ σm+1 = T

such that a(t) � 0 on [σi, τi], for i = 1, . . . ,m, and a(t) ≺ 0 on
[τi, σi+1], for i = 0, . . . ,m.

This means that a(t) has m positive humps [σi, τi] (i = 1, . . . ,m) separated
by m− 1 negative ones [τi, σi+1] (i = 1, . . . ,m− 1); in addition, a(t) might
have one/two further negativity intervals, precisely an initial one [τ0, σ1] =
[0, σ1] or/and a final one [τm, σm+1] = [τm, T ] (compare with Remark 7.1.1).
In this setting, the following result holds true.

Theorem 7.7.1. Let g : R+ → R+ be a continuous function satisfying (g∗),
(g0) and (g∞). Let a : [0, T ] → R be an integrable function satisfying (a∗∗).
Then there exists λ∗ > 0 such that for each λ > λ∗ there exists µ∗(λ) > 0
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such that for each µ > µ∗(λ) the Neumann problem{
u′′+

(
λa+(t)− µa−(t)

)
g(u) = 0

u′(0) = u′(T ) = 0

has at least 3m−1 positive solutions. The same result holds for the Dirichlet
problem {

u′′+
(
λa+(t)− µa−(t)

)
g(u) = 0

u(0) = u(T ) = 0.

Of course, such solutions can again be coded via a non-null string S ∈
{0, 1, 2}m as described in Theorem 7.1.1. We also remark that, as usual,
a positive solution of the Dirichlet problem is a function u(t) solving the
equation and such that u(0) = u(T ) = 0 and u(t) > 0 for any t ∈ ]0, T [.

For the proof of Theorem 7.7.1, we rely on the abstract setting of Sec-
tion 7.2 (with the changes underlined in Remark 7.2.1) and on the general
strategy presented in Section 7.3.1. The key point is then the verification of
the assumptions of Lemma 7.3.1 and Lemma 7.3.2 (in the slightly modified
versions described in Remark 7.3.1). To this end, we can take advantage of
the technical estimates developed in Section 7.4.1 (which indeed are inde-
pendent of the boundary conditions) and we can prove the result with minor
modifications of the arguments in the remaining part of Section 7.4.

Finally, we observe that the same result can be obtained for positive
solutions of equation (Eλ,µ) satisfying the mixed boundary conditions u(0) =
u′(T ) = 0 or u′(0) = u(T ) = 0 (compare with Section 1.4.4 and Section 2.8).

7.7.3 Radially symmetric solutions

As a standard consequence of Theorem 7.7.1, we can produce multiplic-
ity results for radially symmetric positive solutions to elliptic BVPs on an
annulus.

More precisely, let ‖ · ‖ be the Euclidean norm in RN (for N ≥ 2) and
let

Ω :=
{
x ∈ RN : R1 < ‖x‖ < R2

}
be an open annular domain, with 0 < R1 < R2. We deal with the elliptic
partial differential equation

−∆u =
(
λq+(x)− µq−(x)

)
g(u) in Ω (7.7.2)

together with Neumann boundary conditions

∂u

∂n
= 0 on ∂Ω (7.7.3)

or Dirichlet boundary conditions

u = 0 on ∂Ω. (7.7.4)
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For simplicity, we look for classical solutions to (7.7.2) (namely, u ∈ C2(Ω))
and, accordingly, we assume that q : Ω→ R is a continuous function. More-
over, in order to transform the partial differential equation (7.7.2) into a
second order ordinary differential equation of the form (Eλ,µ) so as to apply
Theorem 7.7.1, we also require that q(x) is a radially symmetric function,
i.e. there exists a continuous function Q : [R1, R2]→ R such that

q(x) = Q(‖x‖), ∀x ∈ Ω. (7.7.5)

We also set

Qλ,µ(r) := λQ+(r)− µQ−(r), r ∈ [R1, R2],

where, as usual, λ, µ > 0.
Looking for radially symmetric (classical) solutions to (7.7.2), i.e. solu-

tions of the form u(x) = U(‖x‖) where U(r) is a scalar function defined on
[R1, R2], we transform equation (7.7.2) into(

rN−1 U ′
)′

+ rN−1Qλ,µ(r)g(U) = 0. (7.7.6)

Moreover, the boundary conditions (7.7.3) and (7.7.4) become

U(R1) = U(R2) = 0 and U ′(R1) = U ′(R2) = 0,

respectively. Via the change of variable described in Section C.2

t = h(r) :=

∫ r

R1

ξ1−N dξ

and the positions

T :=

∫ R2

R1

ξ1−N dξ, r(t) := h−1(t) and v(t) = U(r(t)),

we can further convert (7.7.6) and the corresponding boundary conditions
into the Neumann and Dirichlet problems{

v′′ + aλ,µ(t)g(v) = 0

v′(0) = v′(T ) = 0
and

{
v′′ + aλ,µ(t)g(v) = 0

v(0) = v(T ) = 0,

respectively, where

a(t) := r(t)2(N−1)Q(r(t)), t ∈ [0, T ].

In this setting, Theorem 7.7.1 gives the following result. The straight-
forward proof is omitted.

Theorem 7.7.2. Let g : R+ → R+ be a continuous function satisfying (g∗),
(g0) and (g∞). Let Q : [R1, R2]→ R be a continuous function satisfying
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(Q∗∗) there exist 2m+ 2 points (with m ≥ 1)

R1 = τ0 ≤ σ1 < τ1 < . . . < σi < τi < . . . < σm < τm ≤ σm+1 = R2

such that Q(r) � 0 on [σi, τi], for i = 1, . . . ,m, and Q(r) ≺ 0 on
[τi, σi+1], for i = 0, . . . ,m,

and let q : Ω → R be defined as in (7.7.5). Then there exists λ∗ > 0 such
that for each λ > λ∗ there exists µ∗(λ) > 0 such that for each µ > µ∗(λ) the
Neumann problem associated with (7.7.2) has at least 3m − 1 radially sym-
metric positive (classical) solutions. The same result holds for the Dirichlet
problem associated with (7.7.2).
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Chapter 8
Subharmonic solutions and
symbolic dynamics

In this chapter we continue the discussion of the previous chapter for the
super-sublinear indefinite equation

(Eλ,µ) u′′+
(
λa+(t)− µa−(t)

)
g(u) = 0,

dealing with subharmonic solutions and symbolic dynamics, following the
line of research initiated in Chapter 5 for the superlinear indefinite case.

Throughout the chapter we implicitly assume all the hypotheses of The-
orem 7.1.1; in particular we suppose that g : R+ → R+ is a continuous func-
tion satisfying (g∗) as well as (g0) and (g∞) and a : R → R is a T -periodic
locally integrable function satisfying (a∗). For convenience, we also suppose
that T > 0 is the minimal period of a(t). Moreover, we recall the notation

I±i,` := I±i + ` T, for i = 1, . . . ,m and ` ∈ Z. (8.0.1)

Taking advantage of the approach developed in Chapter 7 , we are going
to present an application of our main theorem concerning the multiplicity
of positive T -periodic solutions of (Eλ,µ) (i.e. Theorem 7.1.1). In fact, an
important feature of Theorem 7.1.1 is that all the constants appearing in
the statement (precisely λ∗, r, R and µ∗(λ)) can be explicitly estimated
(depending on g(s), a(t), as well as on the arbitrary choice of ρ) and, as
remarked in Section 7.4.5, these estimates are of local nature. In particular,
it turns out that, whenever Theorem 7.1.1 is applied to an interval of the
form [0, kT ], with k ≥ 1 an integer number, these constants can be cho-
sen independently on k. This implies that, for any fixed λ > λ∗ and for
any µ > µ∗(λ), equation (Eλ,µ) has positive T -periodic solutions as well as
positive kT -periodic solutions for any k ≥ 2. Such solutions can of course

249
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be coded similarly as the T -periodic ones, by prescribing their behavior on
the intervals I+

i,`, for i = 1, . . . ,m and ` ∈ Z, according to a non-null bi-
infinite km-periodic string S in the alphabet A := {0, 1, 2} of 3 symbols
(see Theorem 8.1.1). This information can be used to prove that many
of these positive kT -periodic solutions have kT as minimal period, namely
they are subharmonic solutions of order k (see Theorem 8.1.2, where a lower
bound based on the combinatorial concept of Lyndon words is given). Next,
in Section 8.2, using an approximation argument of Krasnosel’skĭı-Mawhin
type (cf. [112, 133]) for k → ∞, it is possible to construct globally defined
bounded (not necessarily periodic) positive solutions to (Eλ,µ), whose behav-
ior on each I+

i,` can be prescribed a priori with a nontrivial bi-infinite string

S ∈ A Z and thus exhibiting chaotic-like dynamics (see Theorem 8.2.2). In
this way we can improve the main result in [37], where arguments from
topological horseshoes theory were used to construct a symbolic dynamics
on two symbols (1 and 2, according to the notation of the present chapter).
This is a hint of complex dynamics and indeed we conclude the chapter by
describing some dynamical consequences of our results. More precisely, in
Section 8.3, in a dynamical system perspective, we also prove the presence
of a Bernoulli shift as a factor within the set of positive bounded solutions
of (Eλ,µ).

Recalling the discussion in Section 7.7.1, we underline that we can prove
the existence of infinitely many positive subharmonic solutions as well as
the presence of chaotic dynamics on 3m symbols also for the equation

u′′ + cu′+
(
λa+(t)− µa−(t)

)
g(u) = 0,

namely when we lose the Hamiltonin structure of equation (Eλ,µ) adding the
friction term cu′ (compare also to Chapter 5).

8.1 Positive subharmonic solutions

In this section we investigate the existence and multiplicity of positive
subharmonic solutions to equation (Eλ,µ). Let k ≥ 2 be a fixed integer.
Following a standard definition, we recall that a subharmonic solution of
order k is a kT -periodic solution which is not lT -periodic for any integer l =
1, . . . , k−1. As observed in Chapter 5 (as a consequence of (g∗) and the fact
that T > 0 is the minimal period of a(t)) any positive subharmonic solution
of order k has actually kT as minimal period. Moreover, we underline that
if we find a (positive) subharmonic solution u(t) of order k, we also obtain
altogether a family of k (positive) subharmonic solutions v`(t) := u(t+ `T )
(for 0 ≤ ` ≤ k − 1) of the same order. These solutions, even if formally
distinct, will be considered as belonging to the same periodicity class.

We split the search of subharmonic solutions to (Eλ,µ) into two steps.
In the first one we present a theorem of existence and multiplicity of pos-
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itive kT -periodic solutions which is a direct application of Theorem 7.1.1
for the interval [0, kT ]. As a second step, we show how the code “very
small/small/large” allows us to prove the minimality of the period for some
of such kT -periodic solutions and determine a lower bound for the number
of k-th order subharmonics.

First of all, in order to apply Theorem 7.1.1 to the interval [0, kT ], we
need to observe that now a(t) is treated as a kT -periodic function (even if
it has T as minimal period). Recalling the notation in (8.0.1), in the “new”
periodicity interval [0, kT ] the weight a(t) turns out to be a function with
km positive humps I+

i,` separated by km negative ones I−i,` (for i = 1, . . . ,m
and ` = 0, . . . , k − 1).

In this setting, Theorem 7.1.1 reads as follows.

Theorem 8.1.1. Let g : R+ → R+ be a continuous function satisfying (g∗),
(g0) and (g∞). Let a : R → R be a locally integrable periodic function of
minimal period T > 0 satisfying (a∗). Then there exists λ∗ > 0 such that
for each λ > λ∗ there exists µ∗(λ) > 0 such that, for each µ > µ∗(λ) and
each integer k ≥ 2, equation (Eλ,µ) has at least 3km − 1 positive kT -periodic
solutions.

More precisely, fixed an arbitrary constant ρ > 0 there exists λ∗ =
λ∗(ρ) > 0 such that for each λ > λ∗ there exist two constants r,R with
0 < r < ρ < R and µ∗(λ) = µ∗(λ, r,R) > 0 such that, for any µ > µ∗(λ)
and for any integer k ≥ 2, the following holds: given any finite string
S = (S1, . . . ,Skm) ∈ {0, 1, 2}km, with S 6= (0, . . . , 0), there exists a posi-
tive kT -periodic solution u(t) of (Eλ,µ) such that

• maxt∈I+i,`
u(t) < r, if Sj = 0 for j = i+ `m;

• r < maxt∈I+i,`
u(t) < ρ, if Sj = 1 for j = i+ `m;

• ρ < maxt∈I+i,`
u(t) < R, if Sj = 2 for j = i+ `m.

Proof. This statement follows from Theorem 7.1.1 (for the search of posi-
tive kT -periodic solutions and the weight a(t) considered as a kT -periodic
function), after having checked that the constants λ∗, r, R and µ∗(λ) can be
chosen independently on k. This is a consequence of the fact that, for the
part in which they depend on a(t), these constants involve either integrals of
a±(t) on I±i or interval lengths of the form |I±i |, with i = 1, . . . ,m (compare
with the discussion in Section 7.4.5), and of the fact that the “new” intervals
I±i,` (for i = 1, . . . ,m and ` = 0, . . . , k − 1) are just `T -translations of the

original I±i (with a(t) T -periodic).

Remark 8.1.1. As a further information, up to selecting the intervals I±i so
that a(t) 6≡ 0 on each right neighborhood of τi and on each left neighborhood
of σi+1, among the properties of the positive kT -periodic solutions listed in
Theorem 8.1.1, we can add the following one (if µ is sufficiently large):
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• 0 < u(t) < r on I−i,`, for all i = 1, . . . ,m and ` = 0, . . . , k − 1.

This assertion is justified by Proposition 7.6.5 taking µ > µ??r defined in
(7.6.1) for ε = r, and observing also that the constants µleft

i (r) and µright
i (r)

depend on a(t) on a T -periodicity interval and do not depend on k. C

From now on, we can use Theorem 8.1.1 to produce subharmonics. The
trick is that of selecting strings which are minimal in some sense, in order
to obtain the minimality of the period. On the other hand, in counting
the subharmonic solutions we wish to avoid duplications, in the sense that
we count only once subharmonics belonging to the same periodicity class.
To this end, we can take advantage of some combinatorial results related
to the concept of Lyndon words. We recall that a n-ary Lyndon word of
length k is a string of k digits of an alphabet B with n symbols which
is strictly smaller in the lexicographic ordering than all of its nontrivial
rotations. As in Chapter 5, we denote by Ln(k) the number of n-ary Lyndon
words of length k. According to formula (5.2.1) and Proposition 5.2.1, for
instance, the values of L3(k) (number of ternary Lyndon words of length k)
for k = 2, . . . , 10 are 3, 8, 18, 48, 116, 312, 810, 2184, 5880. See Chapter 5
for more details and remarks (cf. also Figure 5.2).

In this setting we can now provide the following consequence of Theo-
rem 8.1.1.

Theorem 8.1.2. Let g : R+ → R+ be a continuous function satisfying (g∗),
(g0) and (g∞). Let a : R → R be a locally integrable periodic function of
minimal period T > 0 satisfying (a∗). Then there exists λ∗ > 0 such that
for each λ > λ∗ there exists µ∗(λ) > 0 such that for each µ > µ∗(λ) and
each integer k ≥ 2, equation (Eλ,µ) has at least L3m(k) positive subharmonic
solutions of order k.

Proof. We consider an alphabet B made by 3m symbols and defined as

B := {0, 1, 2}m.

Let us fix a non-null k-tuple T [k] := (T`)`=0,...,k−1 in the alphabet B. We
have that for each ` = 0, . . . , k − 1, the element T` ∈ B can be written as
T` = (T i` )i=1,...,m, where T i` ∈ {0, 1, 2} for i = 1, . . . ,m and ` = 0, . . . , k − 1.
By Theorem 8.1.1, there exists at least one positive kT -periodic solution
u(t) of equation (Eλ,µ) such that

• maxt∈I+i,`
u(t) < r, if T i` = 0;

• r < maxt∈I+i,`
u(t) < ρ, if T i` = 1;

• ρ < maxt∈I+i,`
u(t) < R, if T i` = 2.
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In fact, the k-tuple T [k] determines the string S of length km with

Sj := T i` , for j = i+ `m.

It remains to see whether, on the basis of the information we have on u(t),
we are able first to prove the minimality of the period and next to distinguish
among solutions not belonging to the same periodicity class. In view of the
above listed properties of the solution u(t), the minimality of the period is
guaranteed when the string T [k] has k as a minimal period (when repeated
cyclically). For the second question, given any string of this kind, we count
as the same all those strings (of length k) which are equivalent by cyclic
permutations. To choose exactly one string in each of these equivalence
classes, we can take the minimal one in the lexicographic order, namely a
Lyndon word. As a consequence, we find that each 3m-ary Lyndon word
of length k determines at least one kT -periodic solution which is not pT -
periodic for every p = 1, . . . , k − 1. This solution has indeed kT as minimal
period. Moreover, by definition, solutions associated with different Lyndon
words are not in the same periodicity class.

8.2 Positive solutions with complex behavior

Having shown the existence of a mechanism producing subharmonic so-
lutions of arbitrary order, letting k →∞ we can provide positive (not nec-
essarily periodic) bounded solutions coded by a non-null bi-infinite string
of three symbols. A similar procedure has been performed in [17] and in
Chapter 5 for the superlinear case.

Our proof is based on the following diagonal lemma borrowed from [112,
Lemma 8.1] and [133, Lemma 4].

Lemma 8.2.1. Let f : R × Rd → Rd be an L1-Carathéodory function. Let
(tn)n∈N be an increasing sequence of positive numbers and (xn)n∈N be a
sequence of functions from R to Rd with the following properties:

(i) tn → +∞ as n→∞;

(ii) for each n ∈ N, xn(t) is a solution of

x′ = f(t, x) (8.2.1)

defined on [−tn, tn];

(iii) there exists a closed and bounded set B ⊆ Rd such that, for each n ∈ N,
xn(t) ∈ B for every t ∈ [−tn, tn].

Then there exists a subsequence (x̃n)n∈N of (xn)n∈N which converges uni-
formly on the compact subsets of R to a solution x̃(t) of system (8.2.1); in
particular x̃(t) is defined on R and x̃(t) ∈ B for all t ∈ R.
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In order to simplify the exposition we suppose that the coefficient a(t) has
a positive hump followed by a negative one in a period interval (i.e. m = 1
in hypothesis (a∗)). In this framework, the next result follows.

Theorem 8.2.1. Let g : R+ → R+ be a continuous function satisfying (g∗),
(g0) and (g∞). Let a : R → R be a T -periodic locally integrable function
such that there exist α, β with α < β < α+ T so that a(t) � 0 on [α, β] and
a(t) ≺ 0 on [β, α + T ]. Then, fixed an arbitrary constant ρ > 0 there exists
λ∗ = λ∗(ρ) > 0 such that for each λ > λ∗ there exist two constants r,R with
0 < r < ρ < R and µ∗(λ) = µ∗(λ, r,R) > 0 such that for any µ > µ∗(λ)
the following holds: given any two-sided sequence S = (Sj)j∈Z ∈ {0, 1, 2}Z
which is not identically zero, there exists at least a positive solution u(t) of
(Eλ,µ) such that

• maxt∈[α+jT,β+jT ] u(t) < r, if Sj = 0;

• r < maxt∈[α+jT,β+jT ] u(t) < ρ, if Sj = 1;

• ρ < maxt∈[α+jT,β+jT ] u(t) < R, if Sj = 2.

Proof. Without loss of generality, we suppose that α = 0 and set τ := β−α,
so that a(t) � 0 on [0, τ ] and a(t) ≺ 0 on [τ, T ]. We also introduce the
intervals

J+
j := [jT, τ + jT ], J−j := [τ + jT, (j + 1)T ], j ∈ Z. (8.2.2)

Let ρ, λ > λ∗, r, R and µ∗(λ) be fixed as in Section 7.4.2 and Section 7.4.5
for m = 1. Once more, we emphasize that all our constants can be chosen
independently on k. Thus, having fixed all these constants and taken µ >
µ∗(λ), we can produce kT -periodic solutions following any k-periodic two-
sided sequence of three symbols, as in Theorem 8.1.1.

Consider now an arbitrary sequence S = (Sj)j∈Z ∈ {0, 1, 2}Z which is
not identically zero. We fix a positive integer n0 such that there is at least
an index j ∈ {−n0, . . . , n0} such that Sj 6= 0. Then, for each n ≥ n0 we
consider the (2n + 1)-periodic sequence Sn = (S ′j)j ∈ {0, 1, 2}Z which is
obtained by truncating S between −n and n, and then repeating that string
by periodicity. We apply Theorem 8.1.1, with m = 1, on the periodicity
interval [−nT, (n+1)T ] and find a positive periodic solution un(t) such that
un(t+ (2n+ 1)T ) = un(t) for all t ∈ R and ‖un‖∞ < R (by the concavity of
the solutions in the intervals J−j where a(t) ≺ 0). Moreover, we also know
that

• maxt∈J+
j
un(t) < r, if S ′j = 0;

• r < maxt∈J+
j
un(t) < ρ, if S ′j = 1;

• ρ < maxt∈J+
j
un(t) < R, if S ′j = 2.
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In each interval J+
j (of length τ) the positive solution un(t) is bounded by

R and therefore there exists at least a point tn,j ∈ J+
j such that |u′n(tn,j)| ≤

R/τ . Hence, for each t ∈ J+
j and every n ≥ n0, it holds that

|u′n(t)| =
∣∣∣∣u′n(tn,j) +

∫ t

tn,j

u′′n(ξ) dξ

∣∣∣∣ ≤ R

τ
+ λ

∫
J+
j

a+(ξ)g(un(ξ)) dξ

≤ R

τ
+ λ‖a‖+,1g∗(R) =: K,

(8.2.3)

where the constants ‖a‖+,1 and g∗(R) are those defined at the beginning of
Section 7.4. Notice that K is independent on j and this provides a uniform
estimate for all the intervals where the weight is positive. On the other
hand, using the convexity of un(t) in the intervals J−j , we know that

|u′n(t)| ≤ max
ξ∈∂J−j

|u′n(ξ)| ≤ max
ξ∈J+

j ∪J
+
j+1

|u′n(ξ)| ≤ K, ∀ t ∈ J−j , ∀n ≥ n0,

and thus we are able to find the global uniform estimate

|u′n(t)| ≤ K, ∀ t ∈ R, ∀n ≥ n0.

Now we write equation (Eλ,µ) as the planar system{
u′ = y

y′ = −
(
λa+(t)− µa−(t)

)
g(u).

From the above estimates, one can see that (up to a reparametrization of
indices, counting from n0) assumptions (i), (ii) and (iii) of Lemma 8.2.1
are satisfied, taking tn := nT , f(t, x) = (y,−(λa+(t) − µa−(t))g(u)), with
x = (u, y), and

B :=
{
x = (x1, x2) ∈ R2 : 0 ≤ x1 ≤ R, |x2| ≤ K

}
,

which is a closed and bounded set in R2. By Lemma 8.2.1, there is a solution
ũ(t) of equation (8.2.1) which is defined on R and such that 0 ≤ ũ(t) ≤ R
for all t ∈ R. Moreover, such a solution ũ(t) is the limit of a subsequence
(ũn)n of the sequence of the periodic solutions un(t).

We claim that

• maxt∈J+
j
ũ(t) < r, if Sj = 0;

• r < maxt∈J+
j
ũ(t) < ρ, if Sj = 1;

• ρ < maxt∈J+
j
ũ(t) < R, if Sj = 2.
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To prove our claim, let us fix j ∈ Z and consider the interval J+
j introduced

in (8.2.2). For each n ≥ |j| (and n ≥ n0) the periodic solution un(t) is
defined on R and such that maxJ+

j
un < r if Sj = 0, r < maxJ+

j
un < ρ

if Sj = 1, ρ < maxJ+
j
un < R if Sj = 2. Passing to the limit on the

subsequence (ũn)n, we obtain that

• maxt∈J+
j
ũ(t) ≤ r, if Sj = 0;

• r ≤ maxt∈J+
j
ũ(t) ≤ ρ, if Sj = 1;

• ρ ≤ maxt∈J+
j
ũ(t) ≤ R, if Sj = 2.

By Proposition 7.6.1 we get that ũ(t) < R, for all t ∈ R. Moreover, since
there exists at least one index j ∈ Z such that Sj 6= 0, we know that ũ(t) is
not identically zero. Hence, a maximum principle argument shows that ũ(t)
never vanishes. In conclusion, we have proved that

0 < ũ(t) < R, ∀ t ∈ R.

Next, using this fact, by Proposition 7.6.2 we observe that

max
t∈J+

j

ũ(t) 6= ρ, ∀ j ∈ Z,

and by Proposition 7.6.3 we have

max
t∈J+

j

ũ(t) 6= r, ∀ j ∈ Z,

since, at the beginning, µ has been chosen large enough (note also that we
apply those propositions in the case m = 1 and so the sets I+

i,` reduce to the
intervals [0, τ ]+ `T ). Our claim is thus verified and this completes the proof
of the theorem.

Theorem 8.2.1 can be compared with the main result in [37], providing
(under a few technical conditions on a(t) and g(s)) globally defined posi-
tive solutions to (Eλ,µ) according to a symbolic dynamics on two symbols.
More precisely, using a dynamical systems technique it was shown in [37,
Theorem 2.3] the existence of two disjoint compact sets K1,K2 ⊆ R2 such
that for any two-sided sequence S = (Sj)j∈Z ∈ {1, 2}Z there is a positive
solution u(t) to (Eλ,µ) satisfying (u(α+ jT ), u′(α+ jT )) ∈ KSj for all j ∈ Z.
Even if this conclusion is not directly comparable with the one of Theo-
rem 8.2.1 (in which solutions are distinguished in dependence of the value
maxt∈[α+jT,β+jT ] u(t)), a careful reading of the arguments in [37] should con-
vince us that the solutions obtained therein correspond to solutions which
are “small” or “large” according to the code of the present chapter. From
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this point of view, Theorem 8.2.1 can thus be seen as an improvement of
[37, Theorem 2.3], providing in addition solutions which are “very small”
on some intervals of positivity of the weight function and thus leading to a
symbolic dynamics on three symbols. It has to be noticed, however, that in
[37] some further information for the Poincaré map associated with (Eλ,µ)
were obtained; we will comment again on this point in Section 8.3.

Theorem 8.2.1 can be extended to the case of a weight function with more
than one positive hump in the interval [0, T ], as described in hypothesis (a∗).
The corresponding more general result is given in the next theorem.

Theorem 8.2.2. Let g : R+ → R+ be a continuous function satisfying (g∗),
(g0) and (g∞). Let a : R → R be a locally integrable periodic function of
minimal period T > 0 satisfying (a∗). Then, fixed an arbitrary constant
ρ > 0 there exists λ∗ = λ∗(ρ) > 0 such that for each λ > λ∗ there exist
two constants r,R with 0 < r < ρ < R and µ∗(λ) = µ∗(λ, r,R) > 0 such
that for any µ > µ∗(λ) the following holds: given any two-sided sequence
S = (Sj)j∈Z in the alphabet A := {0, 1, 2} which is not identically zero,
there exists at least a positive solution u(t) of (Eλ,µ) such that

• maxt∈I+i,`
u(t) < r, if Sj = 0 for j = i+ `m;

• r < maxt∈I+i,`
u(t) < ρ, if Sj = 1 for j = i+ `m;

• ρ < maxt∈I+i,`
u(t) < R, if Sj = 2 for j = i+ `m.

Proof. The proof requires only minor modifications in the argument applied
for Theorem 8.2.1 and thus the details are omitted. We only observe that
the uniform bound K for |u′n(t)| is now achieved by working separately on
each interval I+

i,`. When arguing like in (8.2.3) one obtains

|u′n(t)| ≤ R

|I+
i |

+ λ‖a‖+,ig∗(R) =: Ki, ∀ t ∈ I+
i,`, ∀n ≥ n0.

Now all the rest works fine for

K := max
i=1,...,m

Ki.

The same final arguments allow us to obtain the theorem.

Remark 8.2.1. As a further information, up to selecting the intervals I±i so
that a(t) 6≡ 0 on each right neighborhood of τi and on each left neighborhood
of σi+1, among the properties of the positive solutions listed in Theorem 8.2.1
and Theorem 8.2.2, we can add the following one (if µ is sufficiently large):

• 0 < u(t) < r on I−i,`, for all i ∈ {1, . . . ,m} and for all ` ∈ Z.

This assertion is justified by Proposition 7.6.5 taking µ > µ??r defined in
(7.6.1) for ε = r, and observing also that the constants µleft

i (r) and µright
i (r)

depend on a(t) on a T -periodicity interval. C
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8.3 A dynamical systems perspective

In the two previous sections we have proved the presence of chaotic-
like dynamics which is highlighted by the coexistence of infinitely many
subharmonic solutions together with non-periodic bounded solutions which
can be coded by sequences of three symbols. Our next goal is to show that
our results allow us to enter a classical framework for complex dynamical
systems, namely the semiconjugation with the Bernoulli shift.

We start with some formal definitions. Let n ≥ 2. Let B be a finite set
of n elements (called symbols), conventionally denoted as B := {b1, . . . , bn},
which is endowed with the discrete topology. Let Σn := BZ be the set of
all two-sided sequences T = (T`)`∈Z where, for each ` ∈ Z, the element T`
is a symbol of the alphabet B. The set Σn =

∏
`∈Z B, endowed with the

product topology, turns out to be a compact metrizable space. As a suitable
distance on Σn we take

d(T ′, T ′′) :=
∑
`∈Z

δ(T ′` , T ′′` )

2|`|
, T ′, T ′′ ∈ Σn,

where δ is the discrete distance on B, that is δ(s′, s′′) = 0 if s′ = s′′ and
δ(s′, s′′) = 1 if s′ 6= s′′. We introduce a map σ : Σn → Σn called the shift
automorphism (cf. [171, p. 770]) or Bernoulli shift (cf. [178]) and defined as

σ(T ) = T ′, with T ′` := T`+1, ∀ ` ∈ Z.

The map σ is a bijective continuous map (a homeomorphism) of Σn which
possesses all the features usually associated with the concept of chaos, such
as transitivity, density of the set of periodic points and positive topological
entropy (which is log(n) for an alphabet of n symbols).

Given a topological space X and a continuous map ψ : X → X, a typical
way to prove that ψ is “chaotic” consists into verifying that ψ has the
shift map as a factor, namely that there exist a compact set Y ⊆ X which
is invariant for ψ (i.e. ψ(Y ) = Y ) and a continuous and surjective map
π : Y → Σn such that the diagram

Y

π
��

ψ // Y

π
��

Σn σ
// Σn

commutes, that is

π ◦ ψ = σ ◦ π. (8.3.1)

If we are in this situation we say that the map ψ|Y is semiconjugate with
the shift on n symbols. Usually the best form of chaos occurs when the map
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π : Y → Σn is a homeomorphism. In this latter case the map ψ|Y is said
to be conjugate with the shift σ. This, for instance, occurs for the classical
Smale horseshoe (see [141, 171]). In many concrete examples of differential
equations, the conjugation with the shift map is not feasible and many
investigations have been addressed toward the proof of a semiconjugation
with the Bernoulli shift, possibly accompanied by some further information,
such as density of periodic points, in order to provide a description of chaotic
dynamics which is still interesting for the applications. Quoting Block and
Coppel from [26, Introduction],

“ . . . there is no generally accepted definition of chaos. It is our
view that any definition for more general spaces should agree
with ours in the case of an interval. . . . we show that a map is
chaotic if and only if some iterate has the shift map as a factor,
and we propose this as a general definition.”

Indeed, the semiconjugation of an iterate of a map ψ with the Bernoulli shift
is defined as B/C-chaos in [12].

We plan to prove the existence of a strong form of B/C-chaos coming
from Theorem 8.1.1 and Theorem 8.2.2, namely the existence of a compact
invariant set Y for a continuous homeomorphism ψ such that ψ|Y satisfies
(8.3.1) and such that to any periodic sequence of symbols corresponds a
periodic solution of (Eλ,µ). Such a stronger form of chaos has been produced
by several authors using dynamical systems techniques (see, for instance,
[37, 54, 138, 139, 173, 184, 185]). The obtention of this kind of results with
the coincidence degree approach appears new in the literature.

Let us start by defining a suitable metric space and a homeomorphism
on it. Let X be the set of the continuous functions z = (x, y) : R→ R2. For
each z1 = (x1, y1), z2 = (x2, y2) ∈ X, we define

ϑN (z1, z2) := max
t∈[−N,N ]

(
|x1(t)− x2(t)|+ |y1(t)− y2(t)|

)
, N ∈ N \ {0},

and we set

dist (z1, z2) :=
∞∑
N=1

1

2N
ϑN (z1, z2)

1 + ϑN (z1, z2)
.

It is a standard task to check that (X,dist) is a complete metric space.
Moreover, given a sequence of functions (zk)k in X and a function ẑ ∈ X,
we have that zk → ẑ with respect to the distance of X if and only if zk(t)
converges uniformly to ẑ(t) in each compact interval of R (cf. [24, ch. 1],
[164, ch. III] and [168, § 20]). We also recall that a family of functions
M⊆ X is relatively compact if and only if for every compact interval J the
set of restrictions to J of the functions belonging toM is relatively compact
in C(J,R2) (cf. [56, p. 2]). Next, recalling that T > 0 is the minimal period
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of the weight function a(t), we introduce the shift map ψ : X → X defined
by

(ψu)(t) := u(t+ T ), t ∈ R,

which is a homeomorphism of X onto itself. The discrete dynamical system
induced by ψ is usually referred to as a Bebutov dynamical system on X.

For the next results we assume the standard hypotheses on the nonlin-
earity g(s) and on the coefficient a(t), that is, g : R+ → R+ is a continuous
function satisfying (g∗), (g0), (g∞), a : R → R is a T -periodic locally in-
tegrable function satisfying (a∗) with minimal period T . We suppose also
that all the positive constants ρ, λ > λ∗, r, R and µ∗(λ) are fixed as in
Section 7.4.2 and Section 7.4.5. Let also µ > 0.

We consider the first order differential system{
x′ = y

y′ = −
(
λa+(t)− µa−(t)

)
g(x)

(8.3.2)

associated with (Eλ,µ). Even if all our results concern non-negative solutions
of (Eλ,µ), in dealing with system (8.3.2) it would be convenient to have the
vector field (i.e. the right-hand side of the system) defined for all t ∈ R
and (x, y) ∈ R2. For this reason, we extend g(s) to the whole real line, for
instance by setting g(s) = 0 for s ≤ 0 (any extension we choose will have
no effect in what follows). As usual the solutions of (8.3.2) are meant in the
Carathéodory sense.

Next, we denote by Y0 the subset of X made up of the globally defined
solutions (x(t), y(t)) of (8.3.2) such that 0 ≤ x(t) ≤ R, for all t ∈ R. Observe
that (0, 0) ∈ Y0 (as u(t) ≡ 0 is the trivial solution of (Eλ,µ)). On the other
hand, if (x, y) ∈ Y0 with x 6≡ 0, then x(t) > 0 for all t ∈ R.

Lemma 8.3.1. There exists a constant K > 0 such that for each (x, y) ∈ Y0

it holds that
|y(t)| ≤ K, ∀ t ∈ R. (8.3.3)

Moreover, Y0 is a compact subset of X which is invariant for the map ψ.

Proof. The estimates needed to prove this result have been already obtained
along the proof of Theorem 8.2.1. We briefly repeat the argument since the
context here is slightly different. Let (x, y) ∈ Y0. Since 0 ≤ x(t) ≤ R for all
t ∈ R, we have that, for all i ∈ {1, . . . ,m} and ` ∈ Z, there exists at least
a point t̂i,` ∈ I+

i,` such that |y(t̂i,`)| ≤ R/|I+
i | (recall the definition of I+

i,` in

(8.0.1)). Hence, for each t ∈ I+
i,`, it holds that

|y(t)| =
∣∣∣∣y(t̂i,`) +

∫ t

t̂i,`

y′(ξ) dξ

∣∣∣∣ ≤ R

|I+
i |

+ λ

∫
I+i,`

a+(ξ)g(x(ξ)) dξ

≤ R

|I+
i |

+ λ‖a‖+,ig∗(R) =: Ki.
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Note that the constant Ki does not depend on the index `. Therefore, setting

K := max
i=1,...,m

Ki,

we get
|y(t)| ≤ K, ∀ t ∈ I+

i,`, ∀ i = 1, . . . ,m, ∀ ` ∈ Z.

On the other hand, using the convexity of x(t) in the intervals I−i,` we know
that

|y(t)| = |x′(t)| ≤ max
ξ∈∂I−i,`

|x′(ξ)| ≤ K, ∀ t ∈ I+
i,`, ∀ i = 1, . . . ,m, ∀ ` ∈ Z.

This proves inequality (8.3.3).
From system (8.3.2), we know that the absolutely continuous vector

function (x, y) ∈ Y0 satisfies

|x′(t)|+ |y′(t)| ≤ K +
(
λa+(t) + µa−(t)

)
g∗(R), for a.e. t ∈ R.

Therefore, Ascoli-Arzelà theorem implies that the set of restrictions of the
functions in Y0 to any compact interval is relatively compact in the uniform
norm. Thus we conclude that the closed set Y0 is a compact subset of X.

Finally, we observe that the invariance of Y0 under the map ψ follows
from the T -periodicity of the coefficients in system (8.3.2), which in turn
implies that (x(t), y(t)) is a solution of (8.3.2) if and only if (x(t+T ), y(t+T ))
is a solution of the same system.

The next result summarizes the properties obtained in Proposition 7.6.1,
Proposition 7.6.2 and Proposition 7.6.3.

Lemma 8.3.2. Suppose that µ > µ∗(λ). Then, given any (x, y) ∈ Y0, for
each i ∈ {1, . . . ,m} and ` ∈ Z we have that one of the following alternatives
holds: maxt∈I+i,`

x(t) < r, r < maxt∈I+i,`
x(t) < ρ or ρ < maxt∈I+i,`

x(t) < R.

Let
B := {0, 1, 2}m

be the alphabet of the 3m elements of the form (ω1, . . . , ωm), where ωi ∈
{0, 1, 2} for each i = 1, . . . ,m.

We define a semiconjugation π between Y0 and the set Σ3m associated
with B as follows. Suppose that µ > µ∗(λ). To each element z = (x, y) ∈ Y0

the map π associates a sequence π(z) = T = (T`)`∈Z ∈ Σ3m defined as

T` = (T 1
` , . . . , T m` ) ∈ B, ` ∈ Z,

where, for i = 1, . . . ,m,

• T i` = 0, if maxt∈I+i,`
x(t) < r;
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• T i` = 1, if r < maxt∈I+i,`
x(t) < ρ;

• T i` = 2, if ρ < maxt∈I+i,`
x(t) < R.

Lemma 8.3.2 guarantees that the above map is well-defined.
Now we are in position to state the main result of this section.

Theorem 8.3.1. Suppose that µ > µ∗(λ). Then the map π : Y0 → Σ3m is
continuous, surjective and such that the diagram

Y0

π
��

ψ // Y0

π
��

Σ3m σ
// Σ3m

commutes. Furthermore, for every integer k ≥ 1, the counterimage of any
k-periodic sequence in Σ3m contains at least a point (u, y) ∈ Y0 such that
u(t) is a kT -periodic solution of (Eλ,µ).

Proof. Part of the statement follows immediately from our previous results.
The surjectivity of the map π is a consequence of Theorem 8.2.2. Indeed,
if T ∈ Σ3m is the null sequence then it is the image of the trivial solution
(0, 0) ∈ Y0. On the other hand, given any non-null sequence T = (T`)`∈Z,
with T` = (T 1

` , . . . , T m` ) for each ` ∈ Z, there exists at least one globally
defined positive solution u(t) to equation (Eλ,µ) such that

• maxt∈I+i,`
u(t) < r, if T i` = 0;

• r < maxt∈I+i,`
u(t) < ρ, if T i` = 1;

• ρ < maxt∈I+i,`
u(t) < R, if T i` = 2.

Then π maps (u(t), u′(t)) = (x(t), y(t)) ∈ Y0 to T . In a similar way, The-
orem 8.1.1 ensures that, for any integer k ≥ 1, the counterimage of a k-
periodic sequence in Σ3m can be chosen as a kT -periodic solution of (8.3.2).

The commutativity of the diagram follows from the fact that, whenever
(x(t), y(t)) is a solution of (8.3.2), then (x(t+T ), y(t+T )) is also a solution of
the same system and, moreover, if (T`)`∈Z is the sequence of symbols associ-
ated with (x(t), y(t)), then the sequence corresponding to (x(t+T ), y(t+T ))
must be (T`+1)`∈Z. This proves (8.3.1).

Thus we have only to check the continuity of π. Let z̃ = (x̃, ỹ) ∈ Y0 and
T̃ = π(z̃). Let zn = (xn, yn) ∈ Y0 be a sequence such that zn → z̃ in Y0. This
means that (xn(t), yn(t)) converges uniformly to (x̃(t), ỹ(t)) on any compact
interval [−NT,NT ] of the real line. For any interval I+

i,` ⊆ [−NT,NT ], we
have that either maxI+i,`

x̃ < r or r < maxI+i,`
x̃ < ρ or ρ < maxI+i,`

x̃ < R. By
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the uniform convergence of the sequence of solutions on I+
i,`, there exists an

index n∗i,` such that, for each n ≥ n∗i,`, the solution xn(t) satisfies the same

inequalities as x̃(t) on the interval I+
i,`. Hence, for any fixed N , there is an

index
n∗N := max

{
n∗i,` : i = 1, . . . ,m, ` = −N, . . . , N − 1

}
such that, setting T n = π(zn), it holds that T n` = T̃` for all n ≥ n∗N and
` = −N, . . . , N − 1. By the topology of Σ3m , this means that T n converges
to T̃ . This concludes the proof.

From Theorem 8.3.1 many consequences can be produced. For instance,
we can refine the set Y0 in order to obtain an invariant set with dense periodic
trajectories of any period. This follows via a standard procedure that we
describe below for the reader’s convenience.

Let Yper be the set of all the pairs (x, y) ∈ Y0 which are kT -periodic
solutions of (8.3.2) for some integer k ≥ 1 and let

Y := cl(Yper) ⊆ Y0,

where the closure is taken with respect to the distance in the space X.
Clearly, the set Y is compact, invariant for the map ψ and Yper is dense in
Y . Then, from Theorem 8.3.1 we immediately have that for µ > µ∗(λ) the
map ψ|Y : Y → Y is semiconjugate (via the surjection π|Y ) with the shift
σ on Σ3m and, moreover, for every integer k ≥ 1, the counterimage by π
of any k-periodic sequence in Σ3m contains at least a point (u, y) ∈ Y such
that u(t) is a kT -periodic solution of (Eλ,µ).

As a last step, we want to express our results in terms of the Poincaré
map associated with system (8.3.2). To this end, we further suppose that the
nonlinearity g(s) is locally Lipschitz continuous on R+. This, in turn, implies
the uniqueness of the solutions for the initial value problems associated with
(8.3.2). We recall that the Poincaré map associated with system (8.3.2) is
defined as

ΨT : dom ΨT (⊆ R2)→ R2, z0 = (x0, y0) 7→ z(T, z0),

where z(t, z0) = (x(t, z0), y(t, z0)) is the solution of system (8.3.2) such that
x(0) = x0 and y(0) = y0. The map ΨT is defined provided that the solutions
can be extended to the interval [0, T ]. In general the domain of ΨT is an
open subset of R2 and ΨT is a homeomorphism of dom ΨT onto its image.
In our case, due to the sublinear growth at infinity (g∞), we have that
dom ΨT = R2 and ΨT is a homeomorphism of R2 onto itself.

Let
W0 :=

{
(x(0), y(0)) ∈ [0, R]× [−K,K] : (x, y) ∈ Y0

}
and define Π: W0 → Σ3m as

Π(z0) := π(z(·, z0)), z0 ∈ W0.
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Notice that the map Π is well-defined; indeed, if z0 ∈ W0, then z(·, z0) ∈ Y0.
The next result is an equivalent version of Theorem 8.3.1 where chaotic

dynamics are described in terms of the Poincaré map.

Theorem 8.3.2. Suppose that µ > µ∗(λ). Then the map Π: W0 → Σ3m is
continuous, surjective and such that the diagram

W0

Π
��

ΨT //W0

Π
��

Σ3m σ
// Σ3m

commutes. Furthermore, for every integer k ≥ 1, the counterimage of any
k-periodic sequence in Σ3m contains at least a point w ∈ W0 which is a k-
periodic point of the Poincaré map and so that the solution u(t) of (Eλ,µ),
with (u(0), u′(0)) = w, is a kT -periodic solution of (Eλ,µ).

Proof. Let ζ : W0 → Y0 be the map which associates to any initial point
z0 the solution z(·, z0) of (8.3.2) with (x(0), y(0)) = z0. We consider the
diagram

W0

ζ
��

ΨT //W0

ζ
��

Y0
ψ
// Y0

and observe that the map ζ is bijective, continuous and with continuous
inverse. Indeed, if zn → z0 in R2, then z(t, zn) converges uniformly to
z(t, z0) on the compact subsets of R. The above diagram is also commutative
because (by the uniqueness of the solutions to the initial value problems) the
solution of (8.3.2) starting at the point z(T, z0) coincides with z(t + T, z0).
From these remarks and the commutativity of the diagram in Theorem 8.3.1
we easily conclude.

We conclude this section with a final remark concerning a dynamical con-
sequence of Theorem 8.3.2. Consider again the alphabet B of 3m elements
of the form ω = (ω1, . . . , ωm), where ωi ∈ {0, 1, 2} for each i = 1, . . . ,m. To
each element ω ∈ B we associate the set

Kω :=

w ∈ W0 :

maxt∈I+i
x(t, w) < r, if ωi = 0

r < maxt∈I+i
x(t, w) < ρ, if ωi = 1

ρ < maxt∈I+i
x(t, w) < R, if ωi = 2

 ,

which is compact, as an easy consequence of Lemma 8.3.2. By definition, the
sets Kω for ω ∈ B are pairwise disjoint subsets of [0, R]× [−K,K]. Hence,
another way to describe our results is the following.
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For each two-sided sequence (T`)`∈Z there exists a corresponding
sequence (w`)`∈Z ∈ (W0)Z such that, for all ` ∈ Z,

w`+1 = ΨT (w`) and w` ∈ KT` ; (8.3.4)

moreover, whenever (T`)`∈Z is a k-periodic sequence for some
integer k ≥ 1, there exists a k-periodic sequence (w`)`∈Z ∈ (W0)Z

satisfying condition (8.3.4).

In this manner, we enter a setting of coin-tossing type dynamics widely
explored in the literature. As a consequence, in the case m = 1, we obtain
a dynamics on three symbols, described as itineraries for the Poincaré map
jumping among three compact mutually disjoint sets K0,K1,K2. A previous
result in this direction, but involving only two symbols, was obtained in [37]
with a completely different approach.
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Appendix A
Leray-Schauder degree for locally
compact operators on open possibly
unbounded sets

In this appendix we present a general version of the Leray-Schauder
topological degree for locally compact operators on open possibly unbounded
sets in a normed linear space. Actually, we do not introduce the degree in
the most general version, that is the one set in metric absolute neighborhood
retracts (ANR) which is due to R. Nussbaum (cf. [147, 148]). We prefer to
display the topological degree in the version best suited to the applications
presented in this thesis.

We propose an axiomatic treatement and we omitt the proofs. For more
details we refer to [134, 147, 148] and the references therein. Moreover,
concerning the classical Brouwer degree and the classical Leray-Schauder
degree we refer to the well known books about those theories (see, for in-
stance, [46, 66, 103, 116]).

A.1 Definition, axioms and properties

Let X be a normed linear space, Ω ⊆ X an open (possibly unbounded)
subset and z ∈ X. Consider a continuous map φ : Ω→ X such that

Sz :=
{
x ∈ Ω: x− φ(x) = z

}
is a compact set (possibly empty) and such that there exists an open neigh-
borhood V of Sz with V ⊆ Ω such that φ|V is compact. If all the previous
assumptions are satisfied, the triplet (Id−φ,Ω, z) is called admissible (where
Id = IdX is the identity map in X).
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To the admissible triplet (Id− φ,Ω, z) we associate the integer

degLS(Id− φ,Ω, z),

called the Leray-Schauder degree of Id−φ on Ω in z, satisfying the following
three axioms.

• Additivity. If Ω1,Ω2 are open and disjoint subsets of Ω such that
Sz ⊆ Ω1 ∪ Ω2, then

degLS(Id− φ,Ω, z) = degLS(Id− φ,Ω1, z) + degLS(Id− φ,Ω2, z).

• Homotopic invariance. Let U ⊆ X×[a, b] be an open subset (typically
U = Ω × [a, b], with Ω ⊆ X). Let h : U → X be a continuous map.
Define hλ(x) := h(x, λ) and Uλ := {x ∈ X : (x, λ) ∈ U}. Suppose that
the set

Σ :=
{

(x, λ) ∈ U : x− hλ(x) = z
}

is compact (possibly empty) and that there exists an open neighbor-
hood W of Σ such that h|W is a compact map. Then

degLS(Id− hλ, Uλ, z)

is constant with respect to λ ∈ [a, b].

• Normalization. It holds that

degLS(Id,Ω, z) :=

{
1, if z ∈ Ω;

0, if z ∈ X \ Ω.

Dealing with the special case of an open and bounded set Ω in a real
Banach space X and a completely continuous map φ : Ω→ X such that

x− φ(x) 6= z, x ∈ ∂Ω,

clearly the triplet (Id−φ,Ω, z) is admissible and it is easy to verify that the
above definition of the Leray-Schauder degree reduces to the classical one.

From the Additivity of the topological degree, one can easily prove that
degLS(Id − φ, ∅, z) = 0 and that the following properties hold (where we
implicitly assume that (Id− φ,Ω, z) is an admissible triplet).

• Excision. If Ω0 is an open subset of Ω such that Sz ⊆ Ω0, then

degLS(Id− φ,Ω, z) = degLS(Id− φ,Ω0, z)

• Existence theorem. If degLS(Id−φ,Ω, z) 6= 0, then Sz 6= ∅, and hence
there exists x̂ ∈ Ω such that x̂− φ(x̂) = z.
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We conclude this section by stating some additional properties of the
Leray-Schauder degree which are relevant for our applications. For simplic-
ity we take z = 0.

Theorem A.1.1 (Commutativity property). Let X1, X2 be normed linear
spaces. Let Ωi ⊆ Xi, i = 1, 2, be an open (possibly unbounded) set. Let
ψ1 : Ω1 → X2 and ψ2 : Ω2 → X1 be continuous maps. Consider the maps

ψ2 ◦ ψ1 : ψ−1
1 (Ω2)(⊆ X1)→ X1 and ψ1 ◦ ψ2 : ψ−1

2 (Ω1)(⊆ X2)→ X2

and the sets

S1 :=
{
x ∈ ψ−1

1 (Ω2) : x− ψ2(ψ1(x)) = 0
}

and

S2 :=
{
x ∈ ψ−1

2 (Ω1) : x− ψ1(ψ2(x))) = 0
}
.

Assume that S1 (or S2) is compact (possibly empty) and that ψ1 is compact
on some open neighborhood of S1 (or ψ2 is compact on some open neighbor-
hood of S2, respectively). Then

degLS(Id− ψ2 ◦ ψ1, ψ
−1
1 (Ω2), 0) = degLS(Id− ψ1 ◦ ψ2, ψ

−1
2 (Ω1), 0).

In particular S1 = ψ2(S2) and S2 = ψ1(S1) are compact and the Leray-
Schauder degrees in the above formula are defined.

As a direct corollary of the Commutativity property, one can deduce the
Reduction formula.

Corollary A.1.1 (Reduction formula). Let X be a normed linear space. Let
Ω ⊆ X be an open (possibly unbounded) set. Let φ : Ω→ X be a continuous
map such that the degree degLS(Id − φ,Ω, z) is defined. Let Y ⊆ X be a
subspace such that φ(Ω) ⊆ Y . Then

degLS(Id− φ,Ω, 0) = degLS(IdY − φ|Y ,Ω ∩ Y, 0).

In the statement of Corollary A.1.1, we implicitly identify φ with j ◦ φ,
where j : Y → X is the (continuous) inclusion.

Finally we present the Multiplicativity property.

Theorem A.1.2 (Multiplicativity property). Let X be a normed linear
space. Let Ω1 ⊆ X1 and Ω2 ⊆ X2 be open (possibly unbounded) sets. Let
φ1 : Ω1 → X1 and φ2 : Ω2 → X2 be continuous maps such that the degrees
degLS(IdXi −φi,Ωi, 0), for i = 1, 2, are defined. Let φ : Ω1×Ω2 → X1×X2

be defined as φ(x1, x2) = (φ1(x1), φ2(x2)). Then

degLS(IdX1×X2 − φ,Ω1 × Ω2, 0) =

= degLS(IdX1 − φ1,Ω1, 0) degLS(IdX2 − φ2,Ω2, 0).
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In the framework of this thesis, in most cases we need a simpler version of
the general topological degree described above. Namely, in our applications
we often deal with a completely continuous operator φ : X → X and an
open set Ω ⊆ X. Since we focus on the existence of fixed points of a map
φ, we take z = 0 and we are interested in studying the integer

degLS(Id− φ,Ω, 0).

To prove the admissibility of (Id− φ,Ω, 0) it is sufficient either to establish
that

S0 =
{
x ∈ Ω: x− φ(x) = 0

}
is compact or, equivalently, to show that the set of all possible fixed points
of φ in the whole space X is contained in an open and bounded set W
satisfying x− φ(x) 6= 0, for all x ∈ ∂(Ω ∩W ).

A.2 Computation of the degree: a useful theorem

In this section we present a theorem which is of crucial importance for
our applications. First of all, we recall a result for the computation of the
degree on open and bounded sets.

Theorem A.2.1. Let X be a normed linear space and Ω ⊆ X be an open
and bounded set. Let φ : Ω→ X be a compact map. If F : Ω× [0,+∞[→ X
is a compact map such that

(i) F (x, 0) = φ(x), for all x ∈ ∂Ω;

(ii) F (x, α) 6= x, for all x ∈ ∂Ω and α ≥ 0;

(iii) there exists α0 ≥ 0 such that F (x, α) 6= x, for all x ∈ Ω and α ≥ α0;

then
degLS(Id− φ,Ω, 0) = 0.

Moreover, if there exists v ∈ X \{0} such that x 6= φ(x)+αv, for all x ∈ ∂Ω
and α ≥ 0, then conditions (i), (ii), (iii) are satisfied.

As we are going to state and prove a generalization of Theorem A.2.1,
we omit the proof. In [63, pp. 67–68] the author proved the statement for
an open ball (see also [145, Lemma 1.1]).

Now we consider open and possibly unbounded sets, as in the context of
our applications.

Theorem A.2.2. Let X be a normed linear space and Ω ⊆ X be an open
set. Let φ : X → X be a continuous map and F : X × [0,+∞[ → X a
completely continuous map. Suppose that
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(i) F (x, 0) = φ(x), for all x ∈ X;

(ii) for all α ≥ 0 there exists Rα > 0 such that if there exist x ∈ Ω and
ζ ∈ [0, α] such that x = F (x, ζ), then ‖x‖ ≤ Rα and x ∈ Ω;

(iii) there exists α0 ≥ 0 such that x 6= F (x, α), for all x ∈ Ω and α ≥ α0.

Then the triplet (Id− φ,Ω, 0) is admissible and

degLS(Id− φ,Ω, 0) = 0.

Proof. Without loss of generality, we can assume that Rα′ < Rα′′ , if α′ < α′′.
The set A := B(0, Rα0+1) ∩Ω is open and bounded, and, by conditions (ii)
and (iii), it contains all possible fixed points of F (·, α) in Ω. Using also (i),
we have that

degLS(Id− φ,Ω, 0) = degLS(Id− F (·, 0),Ω, 0) = degLS(Id− F (·, 0), A, 0).

Taking hα := F (·, α), α ∈ [0, α0], as admissible homotopy, by (ii) and the
homotopic invariance of the degree we obtain that

degLS(Id− F (·, α), A, 0) = const., 0 ≤ α ≤ α0.

By (iii), we conclude that

degLS(Id− φ,Ω, 0) = degLS(Id− F (·, α0), A, 0) = 0.

This proves the theorem.
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Appendix B
Mawhin’s coincidence degree

This appendix is devoted to the coincidence degree. First we recall the
classical coincidence degree theory introduced by J. Mawhin for open and
bounded sets in a normed linear space. Subsequently we present a more gen-
eral version for locally compact operators on open and possibly unbounded
sets. This latter version, which is the best suited to the applications given
in the thesis, is based on the topological degree exhibited in Appendix A
(see also [147, 148]). For more details, omitted proofs and applications, we
refer to the classical books [89, 130, 132] (and the references therein) and to
[169].

B.1 Definition and axioms

Let X and Z be normed linear spaces and let

L : domL(⊆ X)→ Z

be a linear Fredholm mapping of index zero, i.e. ImL is a closed subspace of
Z and dim(kerL) = codim(ImL) are finite. We denote by kerL = L−1(0)(⊆
X) the kernel of L, by ImL ⊆ Z the range or image of L and by cokerL =
Z/ImL the quotient space of Z under the equivalence relation w1 ∼ w2 if
and only if w1 − w2 ∈ ImL. Thus cokerL is a complementary subspace of
ImL in Z.

From basic results of linear functional analysis, due to the fact that L is
a Fredholm mapping, there exist linear continuous projections

P : X → kerL, Q : Z → cokerL

so that
X = kerL⊕ kerP, Z = ImL⊕ ImQ.
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We denote by
K : ImL→ domL ∩ kerP

the right inverse of L, i.e. LK(w) = w for each w ∈ ImL. Since kerL and
cokerL are finite dimensional vector spaces of the same dimension, once an
orientation on both spaces is fixed, we choose a linear orientation-preserving
isomorphism

J : cokerL→ kerL.

Let
N : domN(⊆ X)→ Z

be a (possibly nonlinear) L-completely continuous operator, namely N and
K(IdZ −Q)N are continuous, and also QN(B) and K(IdZ − Q)N(B) are
relatively compact sets, for each bounded set B ⊆ domN . For example,
N is L-completely continuous when N is continuous, maps bounded sets to
bounded sets and K is a compact linear operator.

Now we define the coincidence equation

Lu = Nu, u ∈ domL ∩ domN. (B.1.1)

One can prove that equation (B.1.1) is equivalent to the fixed point problem

u = Φ(u) := Pu+ JQNu+KP (IdZ −Q)Nu, u ∈ domN. (B.1.2)

Moreover, since N is L-completely continuous, we notice that the operator
Φ is completely continuous.

Let O ⊆ domN be an open and bounded set such that

Lu 6= Nu, ∀u ∈ ∂O ∩ domL.

The coincidence degree of L and N in O is defined as

DL(L−N,O) := degLS(Id− Φ,O, 0).

A remarkable result from coincidence degree theory guarantees that DL is
independent on the choice of the projectors P and Q. Moreover, it is also
independent of the choice of the linear isomorphism J , provided that we
have fixed an orientation on kerL and cokerL and considered for J only
orientation-preserving isomorphisms. Furthermore, this generalized degree
has all the usual properties of Brouwer and Leray-Schauder degree, like
additivity, excision and homotopic invariance (see [130, ch. II]). In particular,
equation (B.1.1) has at least one solution in O if DL(L − N,O) 6= 0. We
will list later the main properties of the coincidence degree in a more general
setting.

In our applications we need to consider a slight extension of the coin-
cidence degree to open possibly unbounded sets. To this purpose, we just
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follow the standard approach used in the theory of fixed point index to de-
fine the Leray-Schauder degree for locally compact maps on arbitrary open
sets (cf. [102, 134, 147, 148] and Appendix A). We underline that extensions
of coincidence degree to the case of general open sets have been already
considered, for instance, in [53, 136, 140].

Let Ω ⊆ domN be an open set and suppose that the solution set

Fix (Φ,Ω) :=
{
u ∈ Ω: u = Φu

}
=
{
u ∈ Ω ∩ domL : Lu = Nu

}
is compact. The extension of the Leray-Schauder degree in Appendix A
allows to define

degLS(Id− Φ,Ω, 0) := degLS(Id− Φ,V, 0),

where V is an open and bounded set with

Fix (Φ,Ω) ⊆ V ⊆ V ⊆ Ω.

One can check that the definition is independent of the choice of V. Accord-
ingly, we define the coincidence degree of L and N in Ω as

DL(L−N,Ω) := DL(L−N,V) = degLS(Id− Φ,V, 0),

with V as above. Using the excision property of the Leray-Schauder degree,
it is easy to check that if Ω is an open and bounded set satisfying Lu 6= Nu,
for all u ∈ ∂Ω ∩ domL, this definition is exactly the usual definition of
coincidence degree described above.

Combining the properties of coincidence degree from [130, ch. II] with
the theory of fixed point index for locally compact operators, it is possible
to derive the following versions of the main properties of the degree.

• Additivity. Let Ω1, Ω2 be open and disjoint subsets of Ω such that
Fix (Φ,Ω) ⊆ Ω1 ∪ Ω2. Then

DL(L−N,Ω) = DL(L−N,Ω1) +DL(L−N,Ω2).

• Excision. Let Ω0 be an open subset of Ω such that Fix (Φ,Ω) ⊆ Ω0.
Then

DL(L−N,Ω) = DL(L−N,Ω0).

• Existence theorem. If DL(L−N,Ω) 6= 0, then Fix (Φ,Ω) 6= ∅, hence
there exists u ∈ Ω ∩ domL such that Lu = Nu.

• Homotopic invariance. Let H : [0, 1]×Ω→ X, Hϑ(u) := H(ϑ, u), be
a continuous homotopy such that

S :=
⋃

ϑ∈[0,1]

{
u ∈ Ω ∩ domL : Lu = Hϑu

}
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is a compact set and there exists an open neighborhood W of S such
that W ⊆ Ω and (KP (IdZ − Q)H)|[0,1]×W is a compact map. Then

the map ϑ 7→ DL(L−Hϑ,Ω) is constant on [0, 1].

In the present thesis, we apply this general setting in the following man-
ner. Usually, we deal with an L-completely continuous operator N : X → Z
and an open set A such that the solution set {u ∈ A ∩ domL : Lu = Nu}
is compact and disjoint from ∂A. Therefore DL(L −N ,A) is well-defined.
We proceed analogously when dealing with homotopies.

B.2 Computation of the degree: useful results

A typical degree theoretic approach in order to prove the existence of
nontrivial solutions to the coincidence equation (B.1.1) consists into showing
that the degree changes from small balls to large balls, so that the additivity
property of the degree guarantees the existence of a solution in the annular
domain. From this point of view, results ensuring that the degree is zero on
some open sets may be useful for the applications.

In order to present our results in the version best suited to the applica-
tions of the thesis, from now on we suppose that domN = X. Analogous
results are valid even when dealing with an arbitrary domN ⊆ X.

The following lemma is of crucial importance in order to compute the
coincidence degree in open and bounded sets. Using a reduction property,
it relates the coincidence degree to the finite dimensional Brouwer degree of
the operator N projected into kerL (see [135] for an interesting discussion
on the reduction formula in the context of coincidence degree). This result
was exhibited in [128] in its abstract form and, previously, in [127] in the
context of periodic problems for ODEs. We give only a sketch of the proof
and we refer to [89, Theorem IV.1] and [132, Theorem 2.4] for the missing
details.

Lemma B.2.1 (Mawhin, 1969-1972). Let L and N be as in Section B.1
and let Ω ⊆ X be an open and bounded set. Suppose that

Lu 6= ϑNu, ∀u ∈ ∂Ω ∩ domL, ∀ϑ ∈ ]0, 1],

and

QN(u) 6= 0, ∀u ∈ ∂Ω ∩ kerL.

Then

DL(L−N,Ω) = degB(−JQN |kerL,Ω ∩ kerL, 0).

Proof. Consider the operator Φϑ defined as

Φϑ(u) := Pu+ JQNu+ ϑKP (IdZ −Q)Nu, for ϑ ∈ [0, 1],
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and observe that Φ1 = Φ and Φ0 has finite dimensional range in kerL. The
assumptions of the lemma imply that u 6= Φϑu, for all u ∈ ∂Ω and ϑ ∈ [0, 1].
The homotopic invariance and the reduction property of the Leray-Schauder
degree then give

DL(L−N,Ω) = degLS(Id− Φ1,Ω, 0) = degLS(Id− Φ0,Ω, 0)

= degB(−JQN |kerL,Ω ∩ kerL, 0).

Hence the lemma is proved.

The next result is a simple adaptation to our setting of a well know
lemma (see [145] and also Theorem A.2.1).

Lemma B.2.2. Let L and N be as in Section B.1 and let Ω ⊆ X be an
open and bounded set. Suppose that v 6= 0 is a vector such that

Lu 6= Nu+ αv, ∀u ∈ ∂Ω ∩ domL, ∀α ≥ 0.

Then

DL(L−N,Ω) = 0.

Proof. First of all, we observe that u ∈ domL is a solution of the equation
Lu = Nu+ αv if and only if u ∈ X is a solution of

u = Φu+ αv∗, with v∗ := JQv +KP (IdZ −Q)v, (B.2.1)

where Φ is the operator defined in (B.1.2). We claim that v∗ 6= 0. Indeed,
if v∗ = 0, then Qv = 0 and also KP v = 0. Hence, v ∈ ImL and therefore
v = LKP v = 0, a contradiction. Thus the claim is proved.

Since Φ is compact on the bounded set Ω, we have that

M := sup
u∈Ω

‖u− Φu‖ <∞.

We conclude that, if we fix any number

α0 >
M

‖v∗‖
,

then (B.2.1) has no solutions on Ω for all α = α0 (furthermore, there are no
solutions also for α ≥ α0).

By the homotopic invariance of the coincidence degree (using α ∈ [0, α0]
as a parameter), we find

DL(L−N,Ω) = degLS(Id− Φ,Ω, 0) = degLS(Id− Φ− α0v
∗,Ω, 0) = 0.

Hence the result is proved.
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From the proof of Lemma B.2.2 it is clear that the following variant
holds.

Lemma B.2.3. Let L and N be as in Section B.1 and let Ω ⊆ X be an
open and bounded set. Suppose that there exist a vector v 6= 0 and a constant
α0 > 0 such that

Lu 6= Nu+ αv, ∀u ∈ ∂Ω ∩ domL, ∀α ∈ [0, α0],

and

Lu 6= Nu+ α0v, ∀u ∈ domL ∩ Ω.

Then

DL(L−N,Ω) = 0.

Finally, we state and prove a key theorem for the computation of the
degree in open (possibly unbounded) sets. This result is a more general
version of Lemma B.2.3 (cf. Theorem A.2.2).

Theorem B.2.1. Let L and N be as above and let Ω ⊆ X be an open set.
Suppose that there exist a vector v 6= 0 and a constant α0 > 0 such that

(i) Lu 6= Nu+ αv, for all u ∈ ∂Ω ∩ domL and for all α ≥ 0;

(ii) for all β ≥ 0 there exists Rβ > 0 such that if there exist u ∈ Ω∩domL
and α ∈ [0, β] with Lu = Nu+ αv, then ‖u‖X ≤ Rβ;

(iii) there exists α0 > 0 such that Lu 6= Nu + αv, for all u ∈ Ω ∩ domL
and α ≥ α0.

Then

DL(L−N,Ω) = 0.

Proof. For α ≥ 0, let us consider the set

Rα :=
{
u ∈ Ω ∩ domL : Lu = Nu+ αv

}
=
{
u ∈ Ω: u = Φu+ αv∗

}
,

where v∗ := JQv + KP (IdZ − Q)v. Without loss of generality, we assume
that Rα′ < Rα′′ for α′ < α′′. By conditions (i), for all α ≥ 0, the solution
set Rα is disjoint from ∂Ω. Moreover, by conditions (ii) and (iii), Rα is
contained in Ω ∩ B(0, Rα0+1). So Rα is bounded, and hence compact. In
this manner we have proved that the coincidence degree DL(L−N −αv,Ω)
is well-defined for any α ≥ 0.

Now, condition (iii), together with the property of existence of solutions
when the degree DL is non-zero, implies that there exists α0 ≥ 0 such that

DL(L−N − α0v,Ω) = 0.
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On the other hand, from condition (ii) applied to β = α0, repeating the
same argument as above, we find that the set

S :=
⋃

α∈[0,α0]

Rα =
⋃

α∈[0,α0]

{
u ∈ Ω ∩ domL : Lu = Nu+ αv

}
is a compact subset of Ω. Hence, by the homotopic invariance of the coinci-
dence degree, we have that

DL(L−N,Ω) = DL(L−N − α0v,Ω) = 0.

This concludes the proof.
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Appendix C
Maximum principles and a change
of variable

This appendix is devoted to some technical results which constitute im-
portant tools for the discussion in the present thesis. More precisely, in
Section C.1 we show two maximum principles which guarantee that the so-
lutions of the considered boundary value problems are actually non-negative
or positive (in the sense explained in the first chapters of the thesis). Sub-
sequently, in Section C.2 we introduce a change of variable that allows us
to transform an equation of the form

u′′ + c(t)u′ + f(t, u) = 0

into the differential equation

u′′ + h(t, u) = 0.

In this manner, we will notice that, when Dirichlet or Neumann conditions
are taken into account, we can reduce our discussion to an equation of a
simpler form.

C.1 Maximum principles

In this section we deal with the second order nonlinear differential equa-
tion

u′′ + h(t, u) = 0, (C.1.1)

where h : [0, T ] × R → R is an L1-Carathéodory function. We will present
some maximum principles that ensure the non-negativity or the positivity

285
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of the solutions to the Dirichlet/Neumann/periodic boundary value problem
associated with (C.1.1).

The first result concerns the solutions of the Dirichlet boundary value
problem {

u′′ + h(t, u) = 0

u(0) = u(T ) = 0.
(C.1.2)

We omit the standard proof (see, for instance, [62, 124]), since in the sequel
we will prove an analogous result (cf. Lemma C.1.2).

Lemma C.1.1. Let h : [0, T ]× R→ R be an L1-Carathéodory function.

(i) If
h(t, s) ≥ 0, a.e. t ∈ [0, T ], for all s ≤ 0,

then any solution of (C.1.2) is non-negative on [0, T ].

(ii) If h(t, 0) ≡ 0 and there exist k1, k2 ∈ L1([0, T ],R+) such that

lim inf
s→0+

h(t, s)

s
≥ −k1(t), uniformly a.e. t ∈ [0, T ];

lim sup
s→0+

h(t, s)

s
≤ k2(t), uniformly a.e. t ∈ [0, T ];

then every nontrivial non-negative solution u(t) of (C.1.2) satisfies
u(t) > 0, for all t ∈ ]0, T [ and, moreover, u′(0) > 0 > u′(T ).

We stress that the same result is valid also when considering Sturm-
Liouville boundary conditions of the form{

αu(0)− βu′(0) = 0

γu(T )− δu′(T ) = 0,
(C.1.3)

where α, β, γ, δ ≥ 0 with γβ+αγ+αδ > 0 (cf. Section 2.4 and the subsequent
sections).

Lemma C.1.1 is stated in a form which is useful for the applications
presented in this thesis. We notice that, for example, assertion (ii) can be
equivalently expressed in a simpler manner: in effect if we only suppose that
there exists k ∈ L1([0, T ],R+) such that

lim sup
s→0+

|h(t, s)|
s

≤ k(t), uniformly a.e. t ∈ [0, T ],

the conclusion remains valid.

Now, we consider the boundary value problem{
u′′ + h(t, u) = 0

B(u, u′) = 0,
(C.1.4)



C.1. Maximum principles 287

where h : [0, T ] × R → R is an L1-Carathéodory function. Recalling the
notation introduced in Chapter 3, by B(u, u′) = 0 we mean the Neumann
or the periodic boundary conditions on [0, T ].

In this framework, the following result holds.

Lemma C.1.2. Let h : [0, T ]× R→ R be an L1-Carathéodory function.

(i) If

h(t, s) > 0, a.e. x ∈ [0, T ], for all s < 0,

then any solution of (C.1.4) is non-negative on [0, T ].

(ii) If h(t, 0) ≡ 0 and there exists k ∈ L1([0, T ],R+) such that

lim sup
s→0+

|h(t, s)|
s

≤ k(t), uniformly a.e. t ∈ [0, T ],

then every nontrivial non-negative solution u(t) of (C.1.4) satisfies
u(t) > 0, for all t ∈ [0, T ].

Proof. (i). By contradiction, suppose that there exists a solution u(t) of
(C.1.4) and t̂ ∈ [0, T ] such that u(t̂) < 0. Let ]t1, t2[ ⊆ ]0, T [ be the maximal
open interval containing t̂ with u(t) < 0, for all t1 < t < t2. Since u′′(t) < 0
for a.e. t ∈ [t1, t2], an elementary convexity argument shows that 0 < t1 <
t2 < T is not possible. Similarly, also u(t) < 0 for all t ∈ ]0, T [ can be

excluded, otherwise, 0 >
∫ T

0 u′′(t) dt = u′(T ) − u′(0), contradicting the
boundary conditions. Hence, there are only two possibilities: either t1 = 0
and t2 < T , or 0 < t1 and t2 = T . Suppose t1 = 0 (the other case can be
treated in a similar manner). In this case, u(0) ≤ 0 and moreover u′(0) > 0
(otherwise, by concavity, one has u(t) < 0 for all t ∈ ]0, T ], a situation
previously excluded). This already gives a contradiction with the Neumann
boundary condition at t = 0. On the other hand, if we consider the periodic
boundary condition, we have that u(T ) = u(0) ≤ 0 and u′(T ) = u′(0) > 0.
Hence, by the concavity of u on the intervals where u(t) < 0, we obtain that
u(t) < 0 for every t ∈ [0, T [, a contradiction.

(ii). By contradiction, suppose that there exists a solution u(t) ≥ 0 of
(C.1.4) and t∗ ∈ [0, T ] such that u(t∗) = 0 (so, u′(t∗) = 0).

We claim that there exists a real number ε > 0 such that u(t) = 0, for
all t ∈ [t∗ − ε, t∗ + ε]. So that u ≡ 0 on [0, T ], a contradiction.

From the hypotheses, we obtain that there exists δ > 0 such that

|h(t, s)| ≤ k∗(t)s, a.e. t ∈ [0, T ], ∀ 0 ≤ s ≤ δ,

where k∗(t) := k(t) + 1. Using the continuity of u(t), we fix ε > 0 such that
0 ≤ u(t) ≤ δ, for all t ∈ [t∗ − ε, t∗ + ε].
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We employ ‖(ξ1, ξ2)‖ = |ξ1| + |ξ2| as a standard norm in R2. For all
t ∈ ]t∗, t∗ + ε] we have

0 ≤ ‖(u(t), u′(t))‖ = |u(t)|+ |u′(t)| = u(t) + |u′(t)| =

= u(t∗) +

∫ t

t∗
u′(ξ) dξ +

∣∣∣∣u′(t∗) +

∫ t

t∗
−h(ξ, u(ξ)) dξ

∣∣∣∣
≤
∫ t

t∗
|u′(ξ)| dξ +

∫ t

x∗
|h(ξ, u(ξ))| dξ

≤
∫ t

t∗

[
k∗(ξ)|u(ξ)|+ |u′(ξ)|

]
dξ

≤
∫ t

t∗
(k∗(ξ) + 1)(|u(ξ)|+ |u′(ξ)|) dξ.

Using the classical Gronwall’s inequality, we attain

0 ≤ u(t) ≤ ‖(u(t), u′(t))‖ = 0, ∀ t ∈ ]t∗, t∗ + ε].

With an analogous computation one can prove that u(t) = 0 for all t ∈
[t∗ − ε, t∗[. Hence the claim and (ii) are proved.

Remark C.1.1. The maximum principle just presented can be also stated
for the more general boundary value problem{

u′′ + f̃(t, u, u′) = 0, 0 < t < T,

B(u, u′) = 0,

where f̃ : [0, T ]×R×R→ R is an Lp-Carathéodory function as in Section 3.1,
hence equal to −s for s ≤ 0 and satisfying conditions (f1) and (f2). The
proof of this result is the same as that just viewed with minor changes. See
also [62]. C

We finally underline that the maximum principles presented in this sec-
tion can be also stated in the case of a more general differential operator of
the form

u 7→ −u′′ − cu′,

where c ∈ R is a constant. The proofs of this more general results are
analogous to the one presented above. In this case the convexity argument
largely employed in the proof above is replaced by the fact that the map
t 7→ ectu′(t) is non-increasing in the intervals where h(t, s) ≥ 0 and non-
decreasing in the intervals where h(t, s) ≤ 0 (compare to the discussion in
Remark 4.3.4).
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C.2 A change of variable

In this section we exhibit a standard change of variable that allows us
to transform the second order differential equation

v′′ + c(x)v′ + f(x, v) = 0, x1 < x < x2, (C.2.1)

into the equation
u′′ + h(t, u) = 0, 0 < t < T. (C.2.2)

We will remark that a similar transformation is used in this thesis to reduce
an elliptic equation with a radially symmetric weight in an annular domain
to an ordinary differential equation in an interval (cf. Section 1.4.3, where
this technique has been used for the first time in the thesis). We also refer
to [13, 28] for analogous changes of variable.

We start from equation (C.2.1). Let f : [x1, x2]×R→ R be an L1-Cara-
théodory function and let c : [x1, x2]→ R be an L1-function. Now, we define
the change of variable. Let

t = ψ(x) :=

∫ x

x1

e
−

∫ ξ
x1
c(ζ) dζ

dξ,

where ψ : [x1, x2]→ [0, T ] is an increasing C2-diffeomorphism with

T :=

∫ x2

x1

e
−

∫ ξ
x1
c(ζ) dζ

dξ.

Consequently,
x = ϕ(t) := ψ−1(t).

From now on, we implicitly suppose that t ∈ [0, T ] and x ∈ [x1, x2]. Next,
we define

u(t) := v(ϕ(t)) = v(x).

Hence, we have

u′(t) = v′(ϕ(t))ϕ′(t), u′′(t) = v′′(ϕ(t))(ϕ′(t))2 + v′(ϕ(t))ϕ′′(t).

Using equation (C.2.1), we obtain

u′′(t) = −(ϕ′(t))2
[
c(ϕ(t))v′(ϕ(t)) + f(ϕ(t), v(ϕ(t)))

]
+ v′(ϕ(t))ϕ′′(t)

= −(ϕ′(t))2f(ϕ(t), u(t)) + v′(ϕ(t))
[
ϕ′′(t)− (ϕ′(t))2c(ϕ(t))

]
.

We claim that
ϕ′′(t)− (ϕ′(t))2c(ϕ(t)) = 0.

First, we observe that

ψ′(x) = e
−

∫ x
x1
c(ζ) dζ

> 0
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and moreover that

1 = (ψ(ϕ(t)))′ = ψ′(ϕ(t))ϕ′(t) = e
−

∫ x
x1
c(ζ) dζ

ϕ′(t).

Therefore, we have

ϕ′′(t) =
d

dt
ϕ′(t) =

d

dt

1

ψ′(ϕ(t))
= ϕ′(t)

d

dx

1

ψ′(x)

= ϕ′(t)c(x)e
∫ x
x1
c(ζ) dζ

= (ϕ′(t))2c(x).

The claim is thus proved. Consequenlty, we find that

u′′(t) + (ϕ′(t))2f(ϕ(t), u(t)) = 0.

Defining

h(t, s) := (ϕ′(t))2f(ϕ(t), s), t ∈ [0, T ], s ∈ R,

we have that h : [x1, x2]× R→ R is an L1-Carathéodory function. We con-
clude that the change of variable t = ψ(x) transforms (C.2.1) into (C.2.2).

As an alternative, we notice that also the change of variable t = Kψ(x),
for a constant K > 0, is suitable for our purpose.

We now show an application of the change of variable illustrated above.
In the present thesis, when dealing with Dirichlet and Neumann boundary
value problems associated to a second order ordinary differential equation of
the form (C.2.2), our existence and multiplicity results for positive solutions
induce analogous results for positive radially symmetric solutions to Dirich-
let and Neumann problems associated with an elliptic partial differential
equation of the form

−∆φ = q(x)g(φ) in Ω, (C.2.3)

where Ω :=
{
x ∈ RN : R1 < ‖x‖ < R2

}
is an open annular domain (with

0 < R1 < R2) and ‖ · ‖ denotes the Euclidean norm in RN (for N ≥ 2). In
order to study (classical) radial solutions, we suppose that q : Ω → R and
there exists a continuous function b : [R1, R2]→ R such that

q(x) = b(‖x‖), ∀x ∈ Ω.

Accordingly, looking for solutions of the form φ(x) = v(‖x‖) where v(r) is
a scalar function defined on [R1, R2], we can write equation (C.2.3) as

v′′ +
N − 1

r
v′ + b(r)g(v) = 0, R1 < r < R2. (C.2.4)

Equation (C.2.4) is of the same form as equation (C.2.1), setting

c(r) :=
N − 1

r
, f(r, v) := b(r)g(v), x1 := R1, x2 := R2.
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By performing the change of variable described above

t = ψ(r) := (R1)1−N
∫ r

R1

e
−

∫ ξ
R1

c(ζ) dζ
dξ =

∫ r

R1

ξ1−N dξ,

and by defining

T :=

∫ R2

R1

ξ1−N dξ, r(t) := ϕ(t) = ψ−1(t), u(t) := v(r(t)),

we convert (C.2.4) into

u′′ + a(t)g(u) = 0, 0 < t < T, (C.2.5)

where
a(t) := r(t)2(N−1)b(r(t)), t ∈ [0, T ],

since

r′(t) = ϕ′(t) =
1

ψ′(r(t))
and ψ′(r(t)) = r(t)1−N .

Therefore, we have a correspondence between solutions to (C.2.5) and radial
solutions to (C.2.3) (cf. also [13, 28])

We conclude this section, with a discussion about boundary conditions.
We are going to illustrate how the different boundary conditions transform
under the change of variable described above. First, we observe that the
change of variable t = ψ(x) gives

u(t) = v(x)

and

u′(t) = v′(x)ϕ′(t) =
v′(x)

ψ′(x)
= v′(x)e

∫ x
x1
c(ζ) dζ

.

Then, we have

u(0) = v(x1), u(T ) = v(x2), u′(0) = 0, u′(T ) = v′(x2)e
∫ x2
x1

c(ζ) dζ
.

Consequently, we deduce that Dirichlet and Neumann boundary value prob-
lems in [x1, x2] associated with (C.2.1) become Dirichlet and Neumann
boundary value problems in [0, T ] associated with (C.2.2), respectively.

Concerning Sturm-Liouville boundary conditions (namely (C.1.3)), only
the case

u′(0) = u(T ) = 0 or u(0) = u′(T ) = 0

(i.e. when α = δ = 0 or β = γ = 0, respectively) keep the same form
under our change of variable. Finally, it is obvious to note that the periodic
boundary conditions are not preserved under the change of variable displayed
in this section.
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Non Linéaire 10 (1993) 561–590.



308 Bibliography

[167] E. Serra, M. Tarallo, S. Terracini, Subharmonic solutions to second-
order differential equations with periodic nonlinearities, Nonlinear
Anal. 41 (2000) 649–667.

[168] K. S. Sibirsky, Introduction to topological dynamics, Noordhoff Inter-
national Publishing, Leiden, 1975.

[169] A. Sırma, S. S. evgin, A note on coincidence degree theory, Abstr. Appl.
Anal. (2012) Art. ID 370946, 18.

[170] N. J. A. Sloane, The on-line encyclopedia of integer sequences, pub-
lished electronically at http://oeis.org, 2010, Sequence A001037.

[171] S. Smale, Differentiable dynamical systems, Bull. Amer. Math. Soc.
73 (1967) 747–817.

[172] E. Sovrano, F. Zanolin, Remarks on Dirichlet problems with sublinear
growth at infinity, Rend. Istit. Mat. Univ. Trieste 47 (2015) 265–305.
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